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1. Network Architecture Details

The network structure is illustrated in Fig. 2] where
we describe the spatial size of each data block in de-
tail. The batch-size is ignored for simplifying the repre-
sentation. We use weight-share ResNet-101 and Fea-
ture Pyramid Network (FPN) for left-right feature ex-
traction. For stereo RPN, we use five scales of feature
maps {1, 1 5 16 3—2, 6—4} which are corresponding to five
scales of anchors {32, 64,128,256, 512}. The output chan-
nel of RPN classification is six corresponding to three an-
chor ratios {0.5,1,2} with “object or background” cate-
gories. Similarly, we have 18 output channels in stereo
regression for three anchor ratios with six box offsets
[Au, Aw, Au', Aw’, Av, Ah]. For stereo R-CNN, we ap-
ply 7x 7 and 14 x 14 Rol Align [1] on four scales of feature
maps {1, &, 15, 351 for regression and keypoint prediction
respectively. The R-CNN branch produces object classes,
stereo 2D bounding boxes, dimensions and viewpoints. We
also describe the output size for each term in Fig. 2] For
keypoint prediction, the final output size is 28 x 6, where
the 28 x 4 part is aggregated for predicting the type and lo-
cation of the perspective keypoint, and the 28 x 2 part is for
predicting the location of two boundary keypoint.

2. Sparse Constraints for 3D Box Estimation

We illustrate four types of perspective keypoint in Fig.[T]
where we define the camera frame and object frame, and
each sub-image represents a typical case of one perspec-
tive keypoint type. For different types of the perspective
keypoint, 2D box edges correspond to different 3D box cor-
ners. Therefore, constraining equations need to changed ap-
propriately according to relations of 3D box corners and 2D
edges. We formulate seven equations of 3D box estimation
in detail for each type of the perspective keypoint:
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Figure 1: Four types of perspective keypoints illustration
and corresponding projections.
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Figure 2: Stereo R-CNN architecture, where we describe the spatial size of each data block. We use five scales s in RPN.
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Where the Eq. [T} Eq. 2] Eq. 3] Eq. [ describe seven con-
straints for four types of perspective keypoint in Fig. [T] re-
spectively.

3. Additional Experimental Results

In this section, we report additional experimental re-
sult for more detailed evaluation. Specifically, We draw
the Recall vs IoU overlap and Precision vs Recall (PR)
curves corresponding to the Average Recall (AR) and Av-
erage Precision (AP) evaluation in our paper. Curves for
the 2D detection and association are shown in Fig. 3] where
we visualize Recall vs IoU curves for stereo RPN and PR
curves for stereo R-CNN in left and right sub-figure respec-
tively. As we can see in Fig. [3] the stereo recall is slightly
lower than the recall for the single image. However, the PR
curves for left, right, and stereo are almost aligned after R-
CNN, which again evidences our consistent detection per-
formance on the left and right image and nearly all true pos-
itive detections in the left image have corresponding true-
positive right detections.
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Figure 3: From left to right: Recall vs IoU overlap threshold, 2D Precision vs Recall at IoU threshold of 0.7, evaluated on

the moderate regimes of the KITTI validation set.
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Figure 4: Comparing the effects of using keypoint. From left to right: Precision vs Recall at IoU threshold of 0.5 for the
easy, moderate, and hard regimes, evaluated on the the KITTI validation set. The top and bottom represents the bird’s eye

view precision and the 3D box precision respectively.

We also provide PR curves for comparisons of w/ or w/o
keypoint, w/ or w/o the 3D alignment in the Fig. f]and Fig.[3]
respectively. Ablation evaluation results for effects of the
stereo-flip augmentation and the uncertainty weight [3]] are
shown in Fig.[f]

We visualize more qualitative examples in Fig.[7]
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Figure 5: Comparing the effects of using the 3D alignment and the 3D rectify. From left to right: Precision vs Recall at IloU
threshold of 0.5 for the easy, moderate, and hard regimes, evaluated on the the KITTI validation set. The top and bottom
represent the bird’s eye view precision and the 3D box precision respectively.
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Figure 6: Ablation comparing. We use F and U to denote the stereo-flip augmentation and the uncertainty weight respectively.
From left to right: Precision vs Recall at IoU threshold of 0.5 for the easy, moderate, and hard regimes, evaluated on the the
KITTI validation set. The top and bottom represent the bird’s eye view precision and the 3D box precision respectively.
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Figure 7: More qualitative results. From top to bottom for every three rows: detections on the left image, right image, and
bird’s eye view image. Our method provides accurate 3D detection and localization performance even for high occluded and
faraway objects.



