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In this supplementary material, we present more ex-

perimental results that could not be included in the main

manuscript due to the lack of space.

1. Comparison with conventional end-to-end

trainable multi-stage refinement

In Table 1 of the main manuscript, we compared the ac-

curacy of the conventional end-to-end trainable multi-stage

refinement model (E2E-refine) and the proposed model-

agnostic refinement model (MA-refine). We tried to show

the effectiveness of the proposed model-agnostic refinement

model by making the number of parameters of the E2E-

refine and MA-refine same.

However, as the conventional refinement requires care-

ful model design, simply adding a refinement module which

has the same network architecture with the PoseFix can re-

sult in sub-optimal performance. Therefore, we compare

the accuracy of the refinement module of the state-of-the-art

refinement-based method (i.e., CPN [3]) and the PoseFix.

The CPN consists of two parts. The first one, GlobalNet, is

the baseline of the CPN. The second one, RefineNet, refines

the pose estimation results of the GlobalNet. We use the

GlobalNet as the pose estimation model and compare the

accuracy improvement of the RefineNet and PoseFix. We

trained and tested the CPN with GlobalNet only and both of

the GlobalNet and RefineNet, using their released code.

Table 1 shows our PoseFix improves AP more than state-

of-the-art refinement module (i.e., RefineNet) by a large

margin. This comparison demonstrates the benefit of the

model-agnostic refinement over conventional end-to-end

trainable multi-stage refinement more clearly.

2. Performance improvement of the state-of-

the-art methods by PoseFix

We show performance improvement brought by the

PoseFix on the PoseTrack 2018 dataset [1] in Table 2. Com-

pared with PoseRefiner [5] which has similar approach with

Methods AP AP.50 AP.75 APM APL

RefineNet [3]
69.1

(+1.8)

87.9

(+0.4)

76.6

(+2.2)

65.7

(+1.6)

75.5

(+2.2)

PoseFix (Ours)
71.5

(+4.2)

88.0

(+0.5)

77.6

(+3.2)

68.0

(+3.9)

78.1

(+4.8)

Table 1: AP comparison between state-of-the-art conven-

tional end-to-end trainable multi-stage refinement model

(RefineNet [3]) and the proposed model-agnostic refine-

ment model (PoseFix) on the MS COCO [9] validation set.

The number in the parenthesis denotes the AP change from

the input pose (i.e., GlobalNet of the CPN [3]).

Methods Head Shou Elb Wri Hip Knee Ankl Total

PoseRe-

finer [5]

74.0

(-0.4)

76.8

(-0.1)

72.2

(+0.0)

65.4

(+0.2)

70.5

(+1.3)

69.7

(-0.3)

63.7

(+0.8)

70.6

(+0.2)

PoseFix

(Ours)

79.0

(+4.6)

81.6

(+4.7)

76.4

(+4.2)

69.7

(+4.5)

75.2

(+6.0)

74.3

(+4.3)

67.0

(+4.1)

75.0

(+4.6)

Table 2: AP comparison between PoseRefiner [5] and Pose-

Fix on the PoseTrack 2018 validation set [1]. The number in

the parenthesis denotes the AP change from the input pose

(i.e., Simple [13]).

ours, the proposed PoseFix brings significantly large accu-

racy improvement.

We additionally show the change of each error’s fre-

quency of the AE [10] and Mask R-CNN [6] on the MS

COCO dataset [9] in Figure 1 and 2, respectively. As the

Figures show, our PoseFix improves the performance by

fixing all types of pose errors.

3. Comparison with state-of-the-art methods

We compare the performance of the PoseFix with state-

of-the-art methods, which include PAFs [2], G-RMI [11],

AE [10], RMPE [4], Mask R-CNN [6], CFN [7], CPN [3],

Integral [12], MultiPoseNet [8], and Simple [13] on the

MS COCO [9] test-dev set. All the performance are from

their papers. We used Simple [13] as the input pose of

the PoseFix. As they did not release the human detec-



Methods AP AP.50 AP.75 APM APL AR AR.50 AR.75 ARM ARL

RMPE [4] 61.0 82.9 68.8 57.9 66.5 - - - - -

PAFs [2] 61.8 84.9 67.5 57.1 68.2 66.5 87.2 71.8 60.6 74.6

Mask R-CNN [6] 63.1 87.3 68.7 57.8 71.4 - - - - -

AE [10] 65.5 86.8 72.3 60.6 72.6 70.2 89.5 76.0 64.6 78.1

Integral [12] 67.8 88.2 74.8 63.9 74.0 - - - - -

G-RMI [11] 64.9 85.5 71.3 62.3 70.0 69.7 88.7 75.5 64.4 77.1

G-RMI* [11] 68.5 87.1 75.5 65.8 73.3 73.3 90.1 79.5 68.1 80.4

MultiPoseNet [8] 69.6 86.3 76.6 65.0 76.3 73.5 88.1 79.5 68.6 80.3

CFN [7] 72.6 86.1 69.7 78.3 64.1 - - - - -

CPN [3] 72.1 91.4 80.0 68.7 77.2 78.5 95.1 85.3 74.2 84.3

CPN++ [3] 73.0 91.7 80.9 69.5 78.1 79.0 95.1 85.9 74.8 84.7

Simple [13] 73.7 91.9 81.1 70.3 80.0 79.0 - - - -

Simple [13] 73.3 91.2 80.9 69.8 79.7 78.7 94.8 85.4 74.2 84.8

+ PoseFix (Ours) 74.9 91.2 81.9 71.1 81.2 79.9 94.8 86.3 75.5 86.0

Table 3: Comparison of APs with the state-of-the-art methods on the test-dev set. “*” means that the method involves extra

data for training. “++” indicates results using ensemble.

Figure 1: Frequency of each error type change when the

PoseFix is applied to the AE. The frequency is calculated

on the MS COCO [9] validation set.

tion model and result, we used our human detection model

which achieves 57.2 AP for the human category on the test-

dev set. The Simple [13] with our human detection model

outputs slightly worse performance (73.3 AP) than the orig-

inal Simple [13] (73.7 AP).

As shown in Table 3, our PoseFix outperforms all exist-

ing methods. It is noticeable that our method can achieve

better performance when a new state-of-the-art method is

proposed by using it as the input pose of our method. We

also tried to compare the performance of the PoseFix with

Fieraru et al. [5] which has a similar approach to ours. As

they did not report the performance on the MS COCO [9]

dataset, we implemented their system and tested it. How-

ever, their model outputs bad result on the COCO dataset.

Figure 2: Frequency of each error type change when the

PoseFix is applied to the Mask R-CNN. The frequency is

calculated on the MS COCO [9] validation set.

4. Qualitative results

We show some qualitative results when the PoseFix is

applied to Mask R-CNN [6] on the MS COCO [9] test-dev

set in Figure 3 and 4, which show the input images, input

poses, and refined poses. Figure 5 shows the final output of

the PoseFix when the input pose is from Simple [13].



Image Input pose Refined pose Image Input pose Refined pose

Figure 3: Qualitative results of the PoseFix on the test-dev set.



Image Input pose Refined pose Image Input pose Refined pose

Figure 4: Qualitative results of the PoseFix on the test-dev set.



Figure 5: Qualitative results of the PoseFix on the test-dev set.
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