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1. More Results for the Competition

We give detailed experimental results of our submission
to Google AI Open Images Competition 2018. For the com-
petition, we added various techniques on top of part-aware
sampling. The improvements made by each technique is
found in Table 1l

In Table 2] we show the results of our single best model
and ensemble of models. The best ensemble of models
includes models fine-tuned exclusively on rare categories.
These expert models improves the scores for rare categories
because the single best model performs poorly on rare cat-
egories due to huge class imbalance in the dataset. During
ensembling, we further boost performance by prioritizing
certain models based on their validation scores so that out-
puts of weaker networks do not degrade the ensemble of
prediction. We do not show the result on the validation set
with this technique because the validation ground truth is
used to tune parameters. For the results of the other top
competitors, we only have the scores on the test set. We
visualize a sample of our model’s detections in Figure|[I]
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Table 1: Performance of a single model with single scale
testing on the validation split with bells and whistles.

‘ validation mAP

Baseline 64.5
+ Part-aware sampling 65.2 (+0.7)
+ 16 epochs 65.8 (+0.6)

+ Context head [2]
+ SENet-154 and additional anchors

66.0 (+0.2)
67.5 (+1.5)

Table 2: Ensemble of models with test-time augmentation.
The validation score for the other competitors’ methods are
not available.

‘ val  public test private test

Single best (Ours) 69.95 55.81 53.43
Ensemble best w/o val tuning (Ours) | 74.07 62.34 58.48
Ensemble best (Ours) 62.88 58.63
Private LB 1st place 61.71 58.66
Private LB 3rd place [1] 62.16 58.62




Figure 1: Visualization of our trained model for the images in the test set of Open Images Dataset v4. The best single model
included in our submission to Google Al Open Images Competition 2018 is used for this visualization. We set the score
threshold to 0.5.



