MirrorGAN: Learning Text-to-image Generation by Redescription
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Figure 1: Examples of images generated by MirrorGAN conditioned on text descriptions from CUB and COCO test sets (the supplementary material for Figure 3). As mentioned in [33,37], the COCO dataset is known to be much more challenging than the CUB dataset as it consists of images with more complex scenarios and objects.
Figure 2: Attention visualization on the CUB and the COCO test sets (the supplementary material for Figure 5).
Figure 3: Attention visualization on the CUB and the COCO test sets (the supplementary material for Figure 5).
Figure 4: Images generated by MirrorGAN by modifying some words of the text descriptions and the corresponding top-2 attention maps in the last stage (the supplementary material for Figure 6). These examples show again that the COCO dataset is a very challenging dataset, however, MirrorGAN still captures the main textual feature of the input text and the generated images keep the semantic similarity.