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Lightweight detector architecture
Table S1 shows the base 1× model of our developed

lightweight detector applied on the KITTI dataset. Each
stage and the additional block is composed of repeated
ShuffleNet units [3], which is modified residual unit and
consists of group convolution, channel shuffle operation and
depth-wise convolution, aiming for superior performance
with drastically reduced computation cost. The detection
layer has 72 output channels, corresponding to 8 prediction
variables (4 location coordinates and 3 object class predic-
tions as well as 1 confidence prediction) for each of 9 spec-
ified anchor size. The 9 anchors are calculated at 3 scales
(i.e., 64, 128, 256) and 3 aspect ratios (i.e., 0.5, 1.0, 2.0).

We decouple anchor classification into confidence pre-
diction and object class prediction as [2], and train the de-
tector by minimizing the following loss:

Ldet =

W,H,K∑
i,j,k

V (Lreg)ijk + VM(Lcls)ijk+

VM(Lconf)ijk + ZM̂(Lconf)ijk.

Here V = 1/Nobj, and Z = 1/(WHK − Nobj), Nobj is
the number of objects in the image, and W,H,K depict the
feature map dimensions. Lreg is loss for bounding box re-
gression, Lcls indicates softmax loss for the classifier, Lconf

denotes confidence loss. M is the mask indicates positive
anchors which have the largest overlap with ground truth
boxes, and M̂ is reverse of the mask.

More analysis results
Fig S1 and Fig S2 presents visualization of performance

and error composition for non-imitated and imitated stu-
dent model of VGG11 based Faster R-CNN with the tool
of [1]. The teacher model is VGG16 based Faster R-CNN.
The graphs from left to right on x-axis reflect detection out-
puts of high to low confidence threshold. From Fig S1,
it is clearly observable that for all the three object cate-

Layer Output size Stride # Repeat # Output channels

Image 1248×384 – – 3

Conv1
MaxPool

1248×384
624×192

1
1

1
–

16
16

Stage2
312×96
312×96

2
1

1
3

240
240

Stage3
156×48
156×48

2
1

1
5

480
480

Stage4
78×24
78×24

2
1

1
3

960
960

Add
78×24
78×24

1
1

1
1

960
768

Det 78×24 1 – 72
Table S1. Architecture of the our devised lightweight toy detec-
tor(the base 1× model applied on the KITTI dataset).

gories, imitated student gets improved performance with all
the confidence ranges. Correct detection percentage is in-
creased. From Fig S2, the false positive distribution over
different types is significantly changed. Dominant error due
to inaccurate localization is clearly reduced, especially for
high confidence detections.
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Figure S1. Visualization of performance for imitated and non-
imitated detector on vehicles, animals, and furniture for VGG11
based student on VOC2007 test set. For each pair of graph, the
left corresponds to non-imitated model and the right is for imitated
model. The dashed and solid red line reflect recall variation with
weak criteria (0.5 jaccard overlap) and strong criteria (0.1 jaccard
overlap) as the number of detections increases, respectively.
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Figure S2. Visualization of error composition for imitated and non-
imitated detector on vehicles, animals, and furniture for VGG11
based student on VOC2007 test set. For each pair of graph, the
left corresponds to non-imitated model and the right is for imitated
model.


