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1. Content

In this supplementary, we provide the following con-
tents:

• visual results with neutral faces compared with state-
of-the-art-methods.

• results on face video with different expressions com-
pared with [3]. This is provided in a video file named
videodata.avi.

2. Neutral Faces Results

We test our method on the FEI Face Database which is
available on [1]. There are 14 images for each of 200 in-
dividuals, a total of 2800 images. Figures on pages 2, 3, 4
show the comparisons between the proposed methods and
state-of-the-art methods. For our method, we showed the
reconstructed facial geometry. For [4][3][2], we show the
pooled facial geometry from three input images. The visual
results demonstrate that our method outperforms the others
on face images with distinct appearances.

3. Expressional Faces Results

We also provide results on a spontaneous video shot with
three cameras in videodata.avi. We test the video data
frame by frame without temporal smoothing. Compared
with [3], our result shows the facial geomotry with higher
fidelity and more accurate expressions.
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