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Abstract

Human motion prediction, the task of predicting future 3D human poses given a sequence of observed ones, has been mostly treated as a deterministic problem. However, human motion is a stochastic process: Given an observed sequence of poses, multiple future motions are plausible. Existing approaches to modeling this stochasticity typically combine a random noise vector with information about the previous poses. This combination, however, is done in a deterministic manner, which gives the network the flexibility to learn to ignore the random noise. Alternatively, in this paper, we propose to stochastically combine the root of variations with previous pose information, so as to force the model to take the noise into account. We exploit this idea for motion prediction by incorporating it into a recurrent encoder-decoder network with a conditional variational autoencoder block that learns to exploit the perturbations. Our experiments on two large-scale motion prediction datasets demonstrate that our model yields high-quality pose sequences that are much more diverse than those from state-of-the-art stochastic motion prediction techniques.

1. Introduction

Human motion prediction aims to forecast the sequence of future poses of a person given past observations of such poses. To achieve this, existing methods typically rely on recurrent neural networks (RNNs) that encode the person’s motion [28, 14, 37, 22, 5, 31, 32]. While they predict reasonable motions, RNNs are deterministic models and thus cannot account for the highly stochastic nature of human motion; given the beginning of a sequence, multiple, diverse futures are plausible. To correctly model this, it is therefore critical to develop algorithms that can learn the multiple modes of human motion, even when presented with only deterministic training samples.

Recently, several attempts have been made at modeling the stochastic nature of human motion [40, 5, 37, 22, 26]. These methods rely on sampling a random vector that is then combined with an encoding of the observed pose sequence. In essence, this combination is similar to the conditioning of generative networks; the resulting models aim to generate an output from a random vector while taking into account additional information about the content.

While standard conditioning strategies, i.e., concatenating the condition to the latent variable, may be effective for many tasks, as in [41, 21, 11, 10, 4, 23], they are ill-suited for motion prediction. The reason is the following: In other tasks, the conditioning variable only provides auxiliary information about the output to produce, such as the fact that a generated face should be smiling. By contrast, in motion prediction, it typically contains the core signal to produce the output, i.e., the information about the previous poses. We empirically observed that, since the prediction model is trained using deterministic samples (i.e., one condition per sample), it can then simply learn to ignore the random vector and still produce a meaningful output based on the conditioning variable only. In other words, the model can ignore the root of variations, and thus essentially become deterministic. This problem was discussed in [6] in the context of unconditional text generation, and we identified it in our own motion prediction experiments.

We introduce a simple yet effective approach to countering this loss of diversity and thus to generating truly diverse future pose sequences. At the heart of our approach lies the idea of Mix-and-Match perturbations: Instead of combining a noise vector with the conditioning variables in a deterministic manner, we randomly select and perturb a subset of these variables. By randomly changing this subset at every iteration, our strategy prevents training from identifying the root of variations and forces the model to take it into account in the generation process. Consequently, as supported by our experiments, our approach produces not only high-quality predictions but also truly diverse ones.

In short, our contributions are (i) a novel way of imposing diversity into conditional VAEs, called Mix-and-Match
perturbations; (ii) a new motion prediction model capable of generating multiple likely future pose sequences from an observed motion; (iii) a new set of evaluation metrics for quantitatively measuring the quality and the diversity of generated motions, thus facilitating the comparison of different stochastic approaches; and (iv) a curriculum learning paradigm for training generative models that use Mix-and-Match perturbation as the stochastic conditioning scheme. Despite its simplicity, curriculum learning of variation is essential to achieve optimal performance in case of imposing large variations.

2. Related Work

Deterministic Motion Prediction. Most motion prediction approaches are based on deterministic models [32, 31, 14, 18, 28, 15, 12, 13, 27], casting motion prediction as a regression task where only one outcome is possible given the observations. Due to the success of RNN-based methods at modeling sequence-to-sequence learning problems, many attempts have been made to address motion prediction within a recurrent framework [28, 14, 37, 22, 5, 31, 32]. Typically, these approaches try to learn a mapping from the observed sequence of poses to the future sequence. Another group of study addresses this problem within feed-forward models [27, 24, 7], either with fully-connected [7], convolutional [24], or more recently, graph neural networks [27]. While a deterministic approach may produce accurate predictions, it fails to reflect the stochastic nature of human motion, where multiple plausible outcomes can be highly likely for a single given series of observations. Modeling this diversity is the topic of this paper, and we therefore focus the discussion below on the other methods that have attempted to do so.

Stochastic Motion Prediction. The general trend to incorporate variations in the predicted motions consists of combining information about the observed pose sequence with a random vector.ots of [37] is proposed, but with one CVAE per limb. As such, this method suffers from the same discontinuity problem as [37, 26]. Finally, instead of perturbing the pose, the recent work of [40] uses the RNN decoder hidden state as conditioning variable in the CVAE, concatenating it with the random vector. While this approach generates high-quality motions, it suffers from the fact that the CVAE decoder gives the model the flexibility to ignore the random vector.

Ultimately, both classes of methods suffer from the fact that they allow the model to ignore the random vector, thus relying entirely on the conditioning information to generate future poses. Here, we introduce an effective way to maintain the root of diversity by randomizing the combination of the random vector with the conditioning variable.

3. Proposed Method

In this section, we first introduce our Mix-and-Match approach to introducing diversity in CVAE-based motion prediction. We then describe the motion prediction architecture we used in our experiments and propose a novel evaluation metric to quantitatively measure the diversity and quality of generated motions.

3.1. Mix-and-Match Perturbation

The main limitation of prior work in the area of stochastic motion modeling, such as [37, 5, 40], lies in the way they fuse the random vector with the conditioning variable, i.e., RNN hidden state or pose, which causes the model to learn to ignore the randomness and solely exploit the deterministic conditioning information to generate motion. To overcome this, we propose to make it harder for the model to decouple the random variable from the deterministic information. Specifically, we observe that the way the random variable and the conditioning one are combined in existing
Figure 1. Mix-and-Match perturbation. (Top) Illustration of the Sampling operation (left) and of the Resampling one (right). Given a sampling rate $\alpha$ and a vector length $L$, the Sampling operation samples $\lceil \alpha L \rceil$ indices, say $I$. The complementary, unsampled indices are denoted by $\overline{I}$. Then, given two $L$-dimensional vectors and the corresponding $\lceil \alpha L \rceil$ and $\lfloor (1 - \alpha) L \rfloor$ indices, the Resampling operation mixes the two vectors to form a new $L$-dimensional one. (Middle) Example of Mix-and-Match perturbation. (Bottom) Example of perturbation by concatenation, as in [40]. Note that, in Mix-and-Match perturbations, sampling is stochastic; the indices are sampled uniformly randomly for each mini-batch. By contrast, in [40], sampling is deterministic, and the indices in $I$ are fixed and correspond to $I = \{1, \ldots, \lfloor \frac{L}{\alpha} \rfloor \}$.

Methods. We therefore propose to make this process stochastic.

Similarly to [40], we propose to make use of the hidden state as the conditioning variable and generate a perturbed hidden state by combining a part of the original hidden state with the random vector. However, as illustrated in Fig. 1, instead of assigning predefined, deterministic indices to each piece of information, such as the first half for the hidden state and the second one for the random vector, we assign the values of the hidden state to random indices and the random vector to the complementary ones.

More specifically, as depicted in Fig. 1, a mix-and-match perturbation takes two vectors of size $L$ as input, say $h_t$ and $z$, and combines them in a stochastic manner. To this end, it relies on two operations. The first one, called Sampling, chooses $\lceil \alpha L \rceil$ indices uniformly at random among the $L$ possible values, given a sampling rate $0 \leq \alpha \leq 1$. Let us denote by $I \subseteq \{1, \ldots, L\}$, the resulting set of indices and by $\overline{I}$ the complementary set. The second operation, called Resampling, then creates a new $L$-dimensional vector whose values at indices in $I$ are taken as those at corresponding indices in the first input vector and the others at the complementary indices, of dimension $\lfloor (1 - \alpha) L \rfloor$, in the second input vector.

3.2. M&M Perturbation for Motion Prediction

Let us now describe the way we use our mix-and-match perturbation strategy for motion prediction. To this end, we first discuss the network we rely on during inference, and then explain our training strategy.

Inference. The high-level architecture we use at inference time is depicted by Fig. 2 (Top). It consists of an RNN encoder that takes $t$ poses $x_{1:t}$ as input and outputs an $L$-dimensional hidden vector $h_t$. A random $\lceil \alpha L \rceil$-dimensional portion of this hidden vector, $h^L_t$, is then combined with an $\lfloor (1 - \alpha) L \rfloor$-dimensional random vector $z \sim \mathcal{N}(0, I)$ via our mix-and-match perturbation strategy. The resulting $L$-dimensional output is passed through a small neural network (i.e., ResBlock2 in Fig. 2) that reduces its size to $\lceil \alpha L \rceil$, and then fused with the remaining $\lfloor (1 - \alpha) L \rfloor$-dimensional portion of the hidden state, $h^L_t$. This, in turn, is passed through the VAE decoder to produce the final hidden state $h_{t+1}$, from which the future poses $x_{t+1:T}$ are obtained via the RNN decoder.

Training. During training, we aim to learn both the RNN parameters and the CVAE ones. Because the CVAE is an autoencoder, it needs to take as input information about future poses. To this end, we complement our inference architecture with an additional RNN future encoder, yielding the training architecture depicted in Fig. 2 (Bottom). Note that, in this architecture, we incorporate an additional mix-and-match perturbation that fuses the hidden state of the RNN past encoder $h_t$ with that of the RNN future encoder $h_T$ and forms $h^T_{t+1}$. This allows us to condition the VAE encoder in a manner similar to the decoder. Note that, for each mini-batch, we use the same set of sampled indices for all mix-and-match perturbation steps throughout the network. Furthermore, following the standard CVAE strategy, during training, the random vector $\varepsilon_p$ is sampled from the approximate posterior distribution $\mathcal{N}(\mu_\theta(x), \Sigma_\theta(x))$, whose mean $\mu_\theta(x)$ and covariance matrix $\Sigma_\theta(x)$ are produced by the CVAE encoder with parameters $\theta$. This, in practice, is done by the reparameterization technique [20]. Note that, during inference, $\varepsilon_p = \epsilon \sim \mathcal{N}(0, I)$ since we do not have access to $x$, hence to $\mu_\theta(x)$ and $\Sigma_\theta(x)$.

To learn the parameters of our model, we rely on the availability of a dataset $D = \{X_1, X_2, \ldots, X_N\}$ containing $N$ videos $X_i$ depicting a human performing an action. Each video consists of a sequence of $T$ poses, $X_i = \{x_i^1, x_i^2, \ldots, x_i^T\}$, and each pose comprises $J$ joints forming a skeleton, $x_i^j = \{x_{i,1}^j, x_{i,2}^j, \ldots, x_{i,J}^j\}$. The pose of each joint is represented as a 4D quaternion. Given this data, we train our model by minimizing a loss function of the form

$$L = \frac{1}{N} \sum_{i=1}^{N} \left( L_{rot}(X_i) + L_{skl}(X_i) \right) + \lambda L_{prior} .$$

The first term in this loss compares the output of the network with the ground-truth motion using the squared loss. That is,

$$L_{rot}(X_i) = - \sum_{k=1}^{T} \sum_{j=1}^{J} \left\| \hat{x}_{i,j}^k - x_{i,j}^k \right\|^2 ,$$

where $\hat{x}_{i,j}^k$ is the predicted 4D quaternion for the $j^{th}$ joint at time $k$ in sample $i$, and $x_{i,j}^k$ the corresponding ground-
truth one. The main weakness of this loss is that it treats all joints equally. However, when working with angles, some joints have a much larger influence on the pose than others. For example, because of the kinematic chain, the pose of the shoulder affects that of the rest of the arm, whereas the pose of the wrists has only a minor effect. To take this into account, we define our second loss term as the error in 3D space. That is,

\[ L_{skl}(X_i) = - \sum_{k=i+1}^{T} \sum_{j=1}^{J} \| \hat{p}_{i,j}^k - p_{i,j}^k \|^2, \tag{3} \]

where \( \hat{p}_{i,j}^k \) is the predicted 3D position of joint \( j \) at time \( k \) in sample \( i \) and \( p_{i,j}^k \) the corresponding ground-truth one. These 3D positions can be computed using forward kinematics, as in [32, 31]. Note that, to compute this loss, we first perform a global alignment of the predicted pose and the ground-truth one by rotating the root joint to face \([0, 0, 0]\). Finally, following standard practice in training VAEs, we define our third loss term as the KL divergence

\[ L_{prior} = -KL\left( \mathcal{N}(\mu_\theta(x), \Sigma_\theta(x)) \bigg\| \mathcal{N}(0, I) \right) \]

\[ = -\frac{1}{2} \sum_{j=1}^{d} \left( 1 + \log(\sigma_\theta(x)^2) - \mu_\theta(x)^2 - \sigma_\theta(x)^2 \right). \tag{4} \]

where \( \Sigma_\theta(x) = diag(\sigma_\theta(x)^2)I \) and \( d \) is the length of the diagonal of the covariance matrix. In practice, since our VAE appears within a recurrent model, we weight \( L_{prior} \) by a function \( \lambda \) corresponding to the KL annealing weight of [6]. We start from \( \lambda = 0 \), forcing the model to encode as much information in \( z \) as possible, and gradually increase it to \( \lambda = 1 \), following a logistic curve.

### 3.3. Curriculum Learning of Variation

The parameter \( \alpha \) in our mix-and-match perturbation scheme determines a trade-off between stochasticity and motion quality. The larger \( \alpha \), the larger the portion of the original hidden state that will be perturbed. Thus, the model incorporates more randomness and less information from the original hidden state. As such, given a large \( \alpha \), it becomes harder for the model to deliver motion information from the observation to the future representation since a large portion of the hidden state is changing randomly. In particular, we observed that training becomes unstable if we use a large \( \alpha \) from the beginning, with the motion-related loss terms fluctuating while the prior loss \( L_{prior} \) quickly converges to zero. To overcome this while still enabling the use of sufficiently large values of \( \alpha \) to achieve high diversity, we introduce the curriculum learning strategy depicted by Fig. 3. In essence, we initially select \([\alpha L]\) indices in a deterministic manner and gradually increase the randomness of these indices as training progresses. More specifically, given a set of \([\alpha L]\) indices, we replace \( c \) indices from the sampled ones with the corresponding ones from the remaining \([1 - \alpha)L]\) indices. Starting from \( c = 0 \), we gradually increase \( c \) to the point where all \([\alpha L]\) indices are sampled uniformly randomly. More details, including the pseudo-code of this approach, are provided in the supplementary material. This strategy helps the motion decoder to initially learn and incorporate information about the observations (as in [40]), yet, in the long run, still prevents it from ignoring the random vector.

### 3.4. Quality and Diversity Metrics

When dealing with multiple plausible motions, or in general diverse solutions to a problem, evaluation is a challenge. The standard metrics used for deterministic motion prediction models are ill-suited to this task, because they typically compare the predictions to the ground truth, thus inherently penalizing diversity. For multiple motions, two
aspects are important: the \textit{diversity} and the \textit{quality}, or realism, of each individual motion. Prior work typically evaluates these aspects via human judgement. While human evaluation is highly valuable, and we will also report human results, it is very costly and time-consuming. Here, we therefore introduce two metrics that facilitate the quantitative evaluation of both quality and diversity of generated human motions. We additionally extend the Inception-Score \cite{salimans2016improved} to our task.

To measure the quality of generated motions, we propose to rely on a binary classifier trained to discriminate real (ground-truth) samples from fake (generated) ones. The accuracy of this classifier on the test set is thus inversely proportional to the quality of the generated motions. In other words, high-quality motions are those that are not distinguishable from real ones. Note that we do not rely on adversarial training, i.e., we do not define a loss based on this classifier when training our model. To measure the diversity of the generated motions, a naive approach would consist of relying on the distance between the generated motion and a reference one. However, generating identical motions that are all far from the reference one would therefore yield a high value, while not reflecting diversity. To prevent this, we propose to make use of the average distance between all pairs of generated motions. A similar idea has been investigated to measure the diversity of solutions in other domains \cite{smith2017empirical}.

The quality and diversity metrics can reliably evaluate a stochastic motion prediction model. While providing valuable information, drawing conclusion about the performance of a model is always easier with a single measure. To this end, we extend the Inception-Score (IS) \cite{salimans2016improved} used to measure the quality of images produced by a generative model. Our extension to IS is twofold: (1) Inspired by \cite{jang2016categorical}, we extend IS to the conditional case, where the condition provides the core signal to generate the sample; (2) Our extended IS measures the quality and diversity of sequential solutions. To this end, we first train a strong skeleton-based action classifier \cite{qiao2018skeleton} on ground-truth motions. With then compute the IS of each of the multiple motions generated for a given condition (observed motion), and report the mean IS and its standard deviation over all conditions. The reason behind reporting the mean IS over all conditions is to evaluating the diversity of generated motions given each observation. Note that studying IS only makes it hard to evaluate quality and diversity separately, and thus we still believe that all three metrics are required. Importantly, we show empirically that our proposed metrics are in line with human judgement, at considerably lower cost.

4. Experiments

We now evaluate the effectiveness of our approach at generating multiple plausible motions. To this end, we use Human3.6M \cite{bogo2016keep} and the CMU Mocap dataset\footnote{Available at http://mocap.cs.cmu.edu/}, two large publicly available motion capture datasets. In this section, we introduce the baselines and give information about the implementation details and evaluation metrics. We then provide all the experimental results.

\textbf{Baselines.} We compare our Mix-and-Match approach with the different means of imposing variation in motion prediction discussed in Section 2, i.e., concatenating the hidden state to a learned latent variable, Yan et al., \cite{yan2017adversarial}, concatenating the pose to a learned latent variable at each time-step, Walker et al., \cite{walker2018learning}, and adding a (transformed) random noise to the hidden state, Barsoum et al., \cite{barsoum2018adversarial}. For the comparison to be fair, we use 16 frames (i.e., 640ms) as observation to generate the next 60 frames (i.e., 2.4sec) for all baselines. All models are trained with the same motion representation, annealing strategy, backbone network, and losses, except for Barsoum et al., \cite{barsoum2018adversarial} which cannot make use of $L_{\text{prior}}$.

\textbf{Implementation Details.} The motion encoders and decoders in our model are single layer GRU \cite{cho2014learning} networks, comprising 1024 hidden units each. For the decoders, we use a teacher forcing technique \cite{werbos1974backpropagation} to decode motion. At each time-step, the network chooses with probability $P_t = 1$, and increase it linearly at each training epoch such that, after a certain number of epochs, the model becomes completely autoregressive, i.e., uses only its own output as input to the next time-step. We train our model on a single GPU with the Adam optimizer \cite{kingma2014adam} for 100K iterations. We use a learning rate of 0.001 and a mini-batch size of 64. To avoid exploding gradients, we use the gradient-clipping technique of \cite{paszke2017automatic} for all layers in the network. We implemented our model using the Pytorch framework of \cite{paszke2017pytorch}.

\textbf{Evaluation Metrics.} In addition to the metrics discussed in Section 3.4, we also report the standard ELBO metric (approximated by the reconstruction loss and the KL on the test set) and the sampling loss (S-MSE) of our approach and the state-of-the-art stochastic motion prediction techniques. However, evaluating only against one ground-truth motion (i.e., one sample from multi-modal distribution), as in MSE or S-MSE, can lead to a high score for one sample while penalizing other plausible modes. This behavior is undesirable since it cannot differentiate a multi-modal solution from a good, but uni-modal one. Similarly, the metrics in \cite{yan2017adversarial} or the approximate ELBO only evaluate quality given one single ground truth. While the ground truth has high quality, there exist multiple high quality continuations of an observation, which our proposed metric accounts for. As discussed in Section 3.4, we evaluate the quality and diversity of the predicted motions. Note, these metrics should be considered together, since each one taken separately does not provide a complete picture of how well a model can
Quantitative results on Human3.6M dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>ELBO ↑ (KL ↑)</th>
<th>Diversity ↑</th>
<th>Quality ↑</th>
<th>IS ↑</th>
<th>Tr KL ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yan et al., [40]</td>
<td>0.51 (0.06)</td>
<td>0.26</td>
<td>0.45</td>
<td>1.9±0.4</td>
<td>0.08</td>
</tr>
<tr>
<td>Walker et al., [37]</td>
<td>2.08 (N/A)</td>
<td>1.70</td>
<td>0.13</td>
<td>1.8±0.6</td>
<td>N/A</td>
</tr>
<tr>
<td>Barsoum et al., [5]</td>
<td>0.61 (N/A)</td>
<td>0.48</td>
<td>0.47</td>
<td>2.1±1.3</td>
<td>N/A</td>
</tr>
<tr>
<td>Mix-and-Match</td>
<td>0.55 (2.03)</td>
<td>3.52</td>
<td>0.42</td>
<td>7.3±1.4</td>
<td>1.98</td>
</tr>
</tbody>
</table>

Quantitative results on CMU Mocap dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>ELBO ↑ (KL ↑)</th>
<th>Diversity ↑</th>
<th>Quality ↑</th>
<th>IS ↑</th>
<th>Tr KL ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yan et al., [40]</td>
<td>0.25 (0.08)</td>
<td>0.41</td>
<td>0.46</td>
<td>2.4±0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>Walker et al., [37]</td>
<td>1.93 (N/A)</td>
<td>3.00</td>
<td>0.18</td>
<td>1.4±0.4</td>
<td>N/A</td>
</tr>
<tr>
<td>Barsoum et al., [5]</td>
<td>0.24 (N/A)</td>
<td>0.43</td>
<td>0.45</td>
<td>2.0±1.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Mix-and-Match</td>
<td>0.25 (2.92)</td>
<td>2.63</td>
<td>0.46</td>
<td>9.0±1.7</td>
<td>2.20</td>
</tr>
</tbody>
</table>

Table 1. Comparison of our approach with the stochastic motion prediction baselines on Human3.6M dataset (left) and CMU Mocap dataset (right). Tr KL stands for KL term at training convergence.

Figure 4. Qualitative evaluation of diversity. The first row (black box) shows the ground-truth motion. The next six rows depict six randomly generated motions (not cherry-picked) given the same observations (the first four poses of each motion). The green box shows the last observed frame and the first generated one, illustrating the consistency of the generated motions. The orange boxes show the diversity of the generated motions in different temporal windows. The blue box shows a randomly sampled motion whose poses are similar to the ground-truth ones. Best seen in color and zoomed in.

Figure 5. Diversity of K RNN decoder inputs, generated with K = 50 different random vectors. We report the mean diversity over N = 50 samples and the corresponding standard deviation.

4.1. Comparison to the State-of-the-Art

In this section, we quantitatively compare our approach to the state-of-the-art stochastic motion prediction techniques in terms of approximate ELBO, Diversity, Quality, and IS on a held-out test set, as well as the training KL term at convergence. Table 1 shows the results on the Human3.6M and CMU Mocap datasets.

These results show that Mix-and-Match is highly capable of learning the variation in human motion while maintaining a good motion quality. This is shown by IS, Diversity, and Quality metrics, which should be considered together. It is also evidenced by the low reconstruction loss and higher KL term on the test set. The training KL term at convergence also shows that, in Mix-and-Match, the posterior does not collapse to the prior distribution, i.e., the model does not ignore the latent variable. While the MSE of our approach is slightly higher than that of Yan et al., [40] on Human3.6M and Barsoum et al., [5] on the CMU Mocap dataset, we effectively exploit the latent variables, as demonstrated by the KL term on the test set, the IS and diversity metric and the qualitative results provided in Fig. 4 and in the supplementary material. As evidenced by the examples of diverse motions generated by our model in Fig. 4, given a single observation, Mix-and-Match is able to gener-
Diversity and Quality in Motion Space.

Now, we thoroughly compare our approach with state-of-the-art stochastic motion prediction models in terms of quality and diversity. The results of the metrics of Section 3.4 are provided in Fig. 6(Left and Middle) and those of the human evaluation in Fig. 6(Right). Below, we analyze the results of the different models.

As can be seen from Fig. 6, [40] tends to ignore the random variable $z$, thus ignoring the root of variation. As a consequence, it achieves a low diversity, much lower than ours, but produces samples of high quality, albeit almost identical, which is also shown in qualitatively in Fig. 3 of the supplementary material. We empirically observed that the magnitude of the weights acting on $z$ to be orders of magnitude smaller than that of acting on the condition, 0.008 versus 232.85 respectively. Note that this decrease in diversity occurs after 16K iterations, indicating that the model takes time to identify the part of the hidden state that contains the randomness. Nevertheless, at iteration 16K, prediction quality is low, and thus one could not simply stop training at this stage. Note that the lack of diversity of [40] is also evidenced by Fig. 5. As can be verified in Fig. 6(Right), where [40] appears in a region of high quality but low diversity, the results of human evaluation match those of our classifier-based quality metric.

Fig. 6 also evidences the limited diversity of the motions produced by [5] despite its use of random noise during inference. Note that the authors of [5] mentioned in their paper that the random noise was added to the hidden state. Only by studying their publicly available code did we understand the precise way this combination was done. In fact, the addition relies on a parametric, linear transformation of the noise vector. That is, the perturbed hidden state is obtained as $h_{\text{perturbed}} = h_{\text{original}} + Wz^zh$. Because the parameters $Wz^zh$ are learned, the model has the flexibility to ignore $z$ (the magnitude of $Wz^zh$ is in the order of $O(1e^{-3})$), which causes the behavior observed in Figs. 6 and 5. Note that the authors of [5] acknowledged that, despite their best efforts, they noticed very little variations between predictions obtained with different $z$ values. By depicting [5] in a region of high quality but low diversity, the human evaluation results in Fig. 6(Right) again match those of our classifier-based quality metric.

As can be seen in Fig. 6(Left and Middle), [37] pro-

---

2See the video of our results in the supplementary material.

3https://github.com/ebarsoum/hpgan
Table 2. Quantitative comparison of the S-MSE against stochastic baselines for four actions of the Human3.6M dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Walking</th>
<th>Eating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80ms</td>
<td>160ms</td>
</tr>
<tr>
<td>Yan et al. [40]</td>
<td>0.71</td>
<td>0.79</td>
</tr>
<tr>
<td>Barsoum et al. [5]</td>
<td>0.61</td>
<td>0.62</td>
</tr>
<tr>
<td>Walker et al. [37]</td>
<td>0.56</td>
<td>0.66</td>
</tr>
<tr>
<td>Mix-and-Match</td>
<td>0.33</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Table 3. Comparison against deterministic motion prediction techniques for four actions of the Human3.6M dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Walking</th>
<th>Eating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80ms</td>
<td>160ms</td>
</tr>
<tr>
<td>Zero Velocity</td>
<td>0.39</td>
<td>0.30</td>
</tr>
<tr>
<td>AGED [14]</td>
<td>0.22</td>
<td>0.36</td>
</tr>
<tr>
<td>Imitation [38]</td>
<td>0.21</td>
<td>0.34</td>
</tr>
<tr>
<td>LSTM-3LR [12]</td>
<td>1.18</td>
<td>1.50</td>
</tr>
<tr>
<td>SRNN [18]</td>
<td>1.08</td>
<td>1.34</td>
</tr>
<tr>
<td>DAE-LSTM [13]</td>
<td>1.00</td>
<td>1.11</td>
</tr>
<tr>
<td>GRU [28]</td>
<td>0.28</td>
<td>0.49</td>
</tr>
<tr>
<td>LTD [27]</td>
<td>0.18</td>
<td>0.31</td>
</tr>
<tr>
<td>Mix-and-Match</td>
<td>0.33</td>
<td>0.38</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, we have proposed an effective way of perturbing the hidden state of an RNN such that it becomes capable of learning the multiple modes of human motions. Our evaluation of quality and diversity, based on both new quantitative metrics and human judgment, has evidenced that our approach outperforms existing stochastic methods. Generating diverse plausible motions given limited observations has many applications, especially when the motions are generated in an action-agnostic manner, as done here. For instance, our model can be used for human action forecasting [33, 2, 35, 1, 3], where one seeks to anticipate the action as early as possible, or for motion inpainting, where, given partial observations, one aims to generate multiple intermediate solutions. In the future, we will therefore investigate the use of our approach in such applications.
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