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Abstract

This paper studies the compression and acceleration of 3-dimensional convolutional neural networks (3D CNNs). To reduce the memory cost and computational complexity of deep neural networks, a number of algorithms have been explored by discovering redundant parameters in pre-trained networks. However, most of existing methods are designed for processing neural networks consisting of 2-dimensional convolution filters (i.e. image classification and detection) and cannot be straightforwardly applied for 3-dimensional filters (i.e. time series data). In this paper, we develop a novel approach for eliminating redundancy in the time dimensionality of 3D convolution filters by converting them into the frequency domain through a series of learned optimal transforms with extremely fewer parameters. Moreover, these transforms are forced to be orthogonal, and the calculation of feature maps can be accomplished in the frequency domain to achieve considerable speed-up rates. Experimental results on benchmark 3D CNN models and datasets demonstrate that the proposed Frequency Domain Compact 3D CNNs (FDC3D) can achieve the state-of-the-art performance, e.g. a 2× speed-up ratio on the 3D-ResNet-18 without obviously affecting its accuracy.

1. Introduction

Deep neural networks, especially convolutional neural networks (CNNs) have been well demonstrated in a large variety of computer vision tasks. Plenty of manually designed convolutional neural networks, such as AlexNet [17], VGGNet [29], and ResNet [13] were proposed to achieve impressive classification accuracy on the challenging ILSVRC 2012 dataset [28]. Similar successes have been repeated in other tasks, including object detection (e.g. Faster RCNN [26] and SSD [20]) and segmentation (e.g. FCN [21] and Mask r-cnn [12]). In these aforementioned computer vision tasks, each individual image is often processed separately and consumes hundreds of MB memory. 3D convolution has been developed to tackle video-based processing task, such as human action recognition [16]. Compared to 2D convolution, more resources would be cost if video frames are investigated at the same for the sake of temporal information. For example, 3D-ResNet-50 [11] requires 354MB memory and over 22G times of floating number multiplications, which is much higher than the conventional 2D-ResNet-50 with 103MB memory and 4G FLOPs.

Over the years, considerable methods were proposed for

Although the above mentioned approaches have made tremendous efforts for learning portable deep networks, most of them are designed for 2D CNNs, and may not be optimal to process 3D convolutional neural networks. Compared with traditional convolutional networks, 3D CNNs are developed for processing videos (e.g., action recognition [16]) or a series of input images (e.g., medical images of a patient [3]), and filters in 3D CNNs have an additional dimension. In fact, either videos or medical images can be regarded as an image sequence where there is high relevance between any two adjacent images. Convolution filters in this additional dimension should also have high temporal similarity to extract useful information from the input data, as shown in Figure 3.

In this paper, we convert filters into the frequency domain to investigate their redundancy and produce compact 3D convolutional neural networks. A series of transforms are learned to convert filters in each convolutional layer from the spatial domain into the frequency domain. Coefficients of these filters will be structurally sparse in the frequency domain, which can be significantly compressed by discarding their subtle components. In addition, these transforms are forced to be orthogonal during the training procedure so that we can relax the convolution operations in the spatial domain to the same operations on frequency coefficients of input data and filters with extremely lower computational complexities. Moreover, redundant filters of small importances will also be abandoned for portable neural networks. The illustration of the proposed method is shown in Figure 1. Experiments on benchmark models including 3D-ResNet-18 and 3D U-Net demonstrate that the proposed scheme outperforms state-of-the-art methods for learning compact 3D convolutional neural networks, in terms of compression and speed-up ratios.

This paper is organized as follows. Section 2 investigates related works on network pruning algorithms and 3D convolutional networks. Section 3 proposes a three-dimensional neural network pruning method by converting filters to frequency domain. Section 5 illustrates experimental results of the proposed method on benchmark datasets and models and Section 6 concludes the paper.

2. Related Works

Here we first study the 3D CNNs in various tasks, and then review pruning methods for deep neural networks.

2.1. 3D Convolutional Neural Networks

3D convolutional neural networks are proposed to tackle multi-frame or multi-image inputs, which become more and more popular in recent applications such as videos and volumetric images processing. The seminal work [16] developed 3D convolution filters by extracting features from temporal dimension, thereby capturing the multi-frame motion information. Tran et al. [31] further proposed C3D for generic spatio-temporal feature learning in large-scale dataset and outperforms 2D convolutional neural network, which demonstrate the 3D convolution filters are more suitable to tackle the information in videos. Feichtenhofer et al. [6] proposed a two-stream convolutional neural network which consists of both 2D and 3D convolution filters to extract both the spatial and temporal information. Hara et al. [10] pushed the classical 2D-ResNet [13] to three dimension and achieved better performance than the relatively shallow 3D networks. Moreover, Hara et al. [11] evaluated that the current video datasets have sufficient data for the training of very deep models like ResNet-152. Besides the video classification, 3D CNNs have been widely used in medical image segmentation, since the brain MRI images are volumetric. 3D U-Net [3] have been introduced to perform end-to-end segmentation on volumetric medical images.

Although 3D CNNs have achieved satisfactory performance in video and volumetric images processing tasks, their massive computation cost prevents their deployment on mobile and edge devices. There are urgently requirements in the compression of 3D convolutional neural networks.

2.2. Network Pruning

Network Pruning aims to remove redundant weights in CNNs to accelerate and compress the original network. Denton et al. [5] decomposed the weights in fully-connected layers by exploiting singular value decomposition (SVD). Han et al. [8] introduce pruning, trained quantization and Huffman coding to largely reduce the storage of neural networks. Li et al. [19] proposed to remove the filters that have a small impact on the output by calculating their $\ell_1$-norm. Molchanov et al. [24] pruned the weights based on Taylor expansion to approximate the change in cost functions. Han et al. [9] combined pruning, quantization and Huffman coding technique to achieve a higher
The 3D convolution operation can be formulated as
\[ Y = \mathcal{F} \ast X + b, \]
where \( \mathcal{F} \) is the convolution operation, \( Y \in \mathbb{R}^{H' \times W' \times N \times T'} \) is the output feature map, \( H', W', T' \) are height, width, and the temporal dimension of \( Y \), respectively, and \( b \) is the bias term.

Considering that there are considerable redundant parameters and filters in most of existing 2D CNNs such as VGGNet-16 [29] and ResNet-50 [13], and current 3D CNNs are mainly modified from some 2D models, e.g., 3D-ResNet-18 [10] and 3D-UNet [3], we should also develop effective algorithms for recognizing redundancy in 3D CNNs. Existing pruning methods have been proved to be successful in conventional neural networks. Although these methods can be directly adapted in 3D CNNs to achieve considerable speed-up and compression ratio [37], the temporal dimension, which is the major difference between 2D and 3D CNNs, is ignored. In fact, the adjacent frames in videos are highly correlated. The 3D convolution filters, which extract the information in multi-frame inputs, also present similar property. Comparing with the height and length dimension of the filters, the temporal dimension has more redundancy, which is shown in Fig. 3. To this end, we are motivated to convert the 3D convolution filters into frequency domain, where the transformed representations is more sparse than the original signals and can be easily compressed.

There are a number of transforms for factorizing input signals and discovering their redundancy in the frequency domain, e.g., Discrete Fourier Transform (DFT [27]) and Discrete Cosine Transform (DCT [1]). Since coefficients in the Fourier frequency domain are imaginary values which do not suitable for compressing deep neural networks, we utilize DCT with real values for compressing 3D convolution filters. As mentioned above, the temporal dimension of 3D convolution filters have more computational cost compared with the spatial dimension. Therefore, we propose to transform these filters into the frequency domain in the temporal dimension. In specific, we first reformulate the convolution operation w.r.t. Fcn. 1 according to the forth dimension (i.e. temporal dimension) in \( \mathcal{F} \) as

\[ Y = X^\top F = \sum_{i=1}^{d_x} x_i^\top f_i, \]

where \( X \in \mathbb{R}^{d_x \times t \times H' \times W' \times T'} \) converts \( \mathcal{X} \) into a matrix according to the filter size and parameters (e.g. padding and stride), \( F \in \mathbb{R}^{d_x \times t \times N} \) and \( Y \in \mathbb{R}^{H' \times W' \times T' \times N} \) are matrices of filters and output feature maps, respectively. \( x_i \in \mathbb{R}^{t \times H' \times W' \times T'} \) and \( f_i \in \mathbb{R}^{d_x \times t} \) is achieved by matrix partition: \( X^\top = [x_1, \ldots, x_{d_x}], F = [f_1, \ldots, f_{d_x}]^\top. \) The bias term is dropped for simplicity.

For a given \( t \)-dimensional vector \( f \in \mathbb{R}^{t \times 1} \), its DCT representation \( c \) in the frequency domain can be formulated as

\[ e_m = \sum_{i=0}^{t-1} f_i \cos \left( \frac{\pi}{t} m(i + \frac{1}{2}) \right), \]

where \( e_m \) is the \( m \)-th coefficient of \( f \) in the DCT frequency domain (\( m \in \{1, \ldots, t\} \)). Equally, the DCT can be expressed as a matrix multiplication, i.e. \( c = S f \), where \( S \) is
a $t \times t$ transform matrix of DCT, which can be calculated according to the above function.

Since $S$ is an orthogonal matrix, i.e. $S^TS = I$, where $I$ is a $t \times t$ identity matrix, we can simultaneously apply the DCT and its inverse transformation on the filter matrix and the input data in temporal dimension to convert Eqn. 2 into the frequency domain, i.e.

$$Y = \sum_{i=1}^{d^4c} x_i^T S f_i = X^T \hat{S}^T \hat{S} F,$$

s.t. \( \hat{S} = \begin{bmatrix} S & 0 & \cdots & 0 \\ 0 & S & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & S \end{bmatrix} \) \quad (4)

where $\hat{S}$ is a $d^2ct \times d^2ct$ block diagonal matrix.

By transforming the filters into frequency domain, we can easily compress the network by utilizing the sparsity of converted filters. As the non-structured weight pruning [8] cannot directly accelerate deep neural networks without special implement on the matrices multiplications (e.g. sparse convolution), we attempt to address the 3D CNN compression task from the structured pruning perspective [22, 14], which directly reduces the number of columns or rows in matrices of convolution filters. Therefore, we discard the redundant temporal dimension of 3D convolution filters (i.e. some rows in $\hat{S}F$) with subtle $\ell_2$ norms and reduce Fcn. 4 to

$$Y = \sum_{i=1}^{d^4c} x_i^T (M \circ S) (M \circ S) f_i = X^T (\hat{M} \circ \hat{S})^T (\hat{M} \circ \hat{S}) F,$$

s.t. \( \hat{M} = \begin{bmatrix} M & 0 & \cdots & 0 \\ 0 & M & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & M \end{bmatrix} \) \quad (5)

where $M \in t \times t$ is a mask matrix to discard rows with smaller values in frequency domain and $\circ$ is Hadamard product. In specific, the importance value $V_i$ for $i$-th temporal dimension is formulated as $\| (\sum_{j=1}^{d^4c} S_j) f_i \|_2$, i.e. the $\ell_2$-norm for the converted filters of $i$-th temporal dimension, where the $(\cdot)_i$ denotes the $i$-th row of this matrix. The mask matrix $M$ is then conducted as $M = [M_1, ..., M_t]^T$, where $M_i = 0$ if $V_i$ is the $k$ smallest in all $V_i$ ($i \in \{1, ..., t\}$) and otherwise $M_i = 1$ (0, 1 denotes $t$-dimensional vector with all values as 0,1). $k$ is determined by the pruning rate, which will be discussed after. Thus, the complexity will be reduced naturally.

Note that the computational complexity for converting the input data into the frequency domain through $S$ in Fcn. 4 is $O(HW'T'd^2ct^2)$. If we also apply DCT to other dims (channel dimension and kernel size dimension) in $X$, the computational complexity will be significantly increased to $O(HW'T'd^4d^2t^2)$. Therefore, we only eliminate the redundancy in the temporal dimension using DCT.

### 3.2. Learning to Transform 3D Filters

A frequency domain based 3D convolutional networks compression method has been proposed in Fcn. 5 by converting all filters using DCT. However, DCT is designed for natural images or videos based on some priories, which is not perfectly suitable for seeking the group sparsity of 3D convolution filters. Therefore, we propose to learn optimal transform to eliminate the redundancy in the temporal dimension of 3D convolution filters. Besides utilizing fixed dictionaries or spatial-frequency domain transforms, we make the transform for converting filter matrix in an arbitrary 3D convolutional layer learnable, i.e.

$$\min_{S} \| Y - X^T F \|_F^2 + \lambda \|S\|_1, \quad s.t. \quad S^TS = I. \quad (6)$$

where $S \in \mathbb{R}^{t \times t}$ is the desired transformation for converting all convolution filters into the frequency domain, $I$ is a $t \times t$ identity matrix for making $S$ orthogonal to ensure the equality of convolution in the coefficient domain, the last term is the conventional $\ell_1$-norm for eliminating subtle elements in $SF$ and $\lambda$ is a trade-off hyper-parameter to balance the two terms.

As mentioned above, we introduce a mask matrix $M$ to structured pruning the 3D convolution filters. Therefore, the $\ell_{2,1}$-norm is more suitable for pruning the row of filters in frequency domain, that is, discard the redundant rows in $\hat{S}F$. The objective function can be reformulated as:

$$\min_{S} \| Y - X^T F \|_F^2 + \lambda \|\sum_{i=1}^{d^4c} S f_i\|_{\ell_{2,1}}, \quad s.t. \quad S^TS = I. \quad (7)$$

where $\| \cdot \|_{\ell_{2,1}}$ is the $\ell_{2,1}$-norm for seeking group sparsity.

Besides the redundancy in the temporal dimension, we can also discard redundant channels for the 3D convolutional networks. We further apply the idea of channel pruning [14]:

$$\min_{\beta, F} \| Y - \sum_{i=1}^{c} \beta_i X_i^T F_i \|_F^2 + \gamma \|\beta\|_1, \quad (8)$$

where $F_i$ and $X_i$ denotes each channel of filters and inputs, $\beta$ is introduced to find redundant input channels and $\gamma$ is a penalty coefficient. The important input channel can be selected by minimizing the $\ell_1$-norm of $\beta$. Then, we can discard the input channels with smaller $\beta$.

By combining the goal of Fcn. 7 and Fcn. 8, the objective function for eliminating the redundancy of temporal dimension as well as the input channels of filters simultaneously
can be reformulated as
\[
\min_{S,F,\beta} ||Y - \sum_{i=1}^{c} \beta_i X_i^T F_i||_F^2 + \gamma ||\beta||_1 + \lambda ||S f_j||_{2,1}, \\
\text{s.t.} \quad S^T S = I.
\]  
(9)

Fcn. 9 can be naturally optimized used stochastic gradient descent. After we find the solution of Fcn. 9, we can eliminate the unnecessary filters to compress the neural network. Given the pruning rate of channel and temporal dimensional as \(p_c\) and \(p_t\), the filters with \(p_c\) smallest \(\beta\) will be discarded and the rows of mask matrix \(M\) with \(k = t \times p_t\) smallest importance value \(V\) will be set as 0. The detailed procedures of the proposed frequency domain compact 3D CNNs (FDC3D) is summarized in Algorithm 1.

### Algorithm 1 Compressing 3D convolutional neural networks in the frequency domain.

**Input:** A pre-trained 3D convolutional neural network \(\hat{N}\) with \(p\) convolutional layers \(L_1, \ldots, L_p\), channel and temporal dimensional pruning rate \(p_c\) and \(p_t\) for each layer \(L_i\), parameters of different objects: \(\lambda\) and \(\gamma\).

1: for \(i = 1\) to \(p\) do
2: Extract convolution filters in \(L_i\) to form \(F\) and initialize transform \(S_i\) and channel sparsity parameter \(\beta\);
3: repeat
4: Randomly select a batch of data to forward \(\hat{N}\);
5: Calculate the input data \(X\) for \(L_i\) using \(\hat{N}\);
6: Calculate feature maps \(Y\) for \(L_i\) using \(\hat{N}\);
7: Convert \(F\) into frequency domain using \(S_i\);
8: Solve Fcn. 9 to simultaneously updating transform \(S_i\) and channel sparsity parameter \(\beta\);
9: until convergence
10: Discard the subtle filters according to \(\beta\) and \(p_c\);
11: Eliminate the redundancy in temporal dimension according to \(p_t\) and following Fcn. 5.
12: Save the optimal transform \(S_i\) for layer \(L_i\).
13: end for
14: Fine-tune \(\hat{N}\) by keeping the discarded components;

**Output:** The compact 3D network \(\hat{N}\).

The computational complexity of the original convolution (i.e. Fcn. 2) is:
\[
O(H'W'T'd^2ctN),
\]  
(10)

After learning the optimal transform \(S\) using Fcn. 2, the computational complexity of the convolution in the frequency domain can be written as:
\[
O(H'W'T'd^2ct^2) + O(H'W'T'd^2ctN),
\]  
(11)

which is slightly higher than Fcn. 10, since \(t \ll N\) (e.g. \(t = 3\) and \(N = 64\) in the second layer of 3D-ResNet-18).

After removing the redundant parameters, the kernel size of temporal dimension \(t\) can be reduced to \(t'\), after network trimming, the input channel \(c\) can be reduced to \(c'\), so the computational complexity can be written as:
\[
O(H'W'T'd^2c't'^2) + O(H'W'T'd^2c't'N),
\]  
(12)

so the speedup of the compression method can be written as:
\[
r_c = \frac{O(H'W'T'd^2c't'^2) + O(H'W'T'd^2c't'N)}{O(H'W'T'd^2ctN)} \approx \frac{c't'}{ct}
\]  
(13)

As for the parameters, we use parameters of one convolution layer to analyse for simplified. The number of parameters is \(NCd^2t\) before compression. After compression, the temporal dimension can be reduced to \(t'\) and the input channel can be reduced to \(c'\) with channel pruning. We also need to add a transformation matrix \(S\) which has a number of parameters of \(t'^2\). Therefore, the compression rate can be written as:
\[
r_s = \frac{Ne'c't' + t \times t}{Ne'ct}
\]  
(14)

As the parameters of transformation matrix is relatively small compared to the parameters of convolution filters, the parameters of this matrix can be ignored. Then, the compression rate can be approximated as \(e \frac{L}{ct}\).

### 5. Experiments

In this section, we will demonstrate the effectiveness of the proposed 3D CNN compression method on UCF101 and Brats18 dataset. Massive experiments on ablation study and visualization are also conducted to have an explicit understanding of the proposed algorithm.

#### 5.1. Experiments on UCF101

We first implement experiments on the UCF101 dataset [30], which is composed of 101 action classes, over 13k clips and 27 hours of video data. We compare the proposed method with Taylor Pruning (TP) [24], Filter Pruning (FP) [19] and Regularization-based Pruning (RP) [37]. We use the 3D-ResNet-18 [31] as the backbone, which is modified from 2D-ResNet-18 by converting each of the 2D convolution filters to 3D convolution filters. The increased temporal dimension parameter of kernel is same with the other two spatial dimensions.

We use stochastic gradient descent (SGD) with a initial learning rate of 0.005, a momentum of 0.9 and a weight decay of 1e-5 to train the networks. The learning rate is divided by 10 after the validation loss saturates. The network is trained for 300 epoch. Training samples are randomly
generated from videos with a 16 sample duration and randomly cropped to \(112 \times 112\) in order to perform data augmentation following [11]. Mean subtraction is performed to subtract the mean values of ActivityNet from the sample for each color channel. \(p_c\) and \(p_t\) are set as \(\frac{1}{8}\) and \(\frac{1}{3}\) for \(2 \times\) speed-up, and \(\frac{5}{8}\) and \(\frac{1}{3}\) for \(4 \times\) speed-up, respectively.

Table 1. The increased error when accelerating 3D-ResNet-18 on UCF101 (baseline: 72.50%). \(2 \times\) and \(4 \times\) denote the speed-up ratios.

<table>
<thead>
<tr>
<th>Method</th>
<th>Increased err.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(2 \times)</td>
</tr>
<tr>
<td>TP [24] ([37]'s impl.)</td>
<td>5.72</td>
</tr>
<tr>
<td>FP [19] ([37]'s impl.)</td>
<td>1.60</td>
</tr>
<tr>
<td>RP [37]</td>
<td>0.41</td>
</tr>
<tr>
<td>Ours (FDC3D)</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 1 reports the compression results of different methods on the UCF101 dataset. The original 3D-ResNet-18 model achieves a 72.50% accuracy. Taylor Pruning (TP) and Filter Pruning (FP) have been successfully applied in 2D-convolutional neural networks. However, the compressed models of these methods suffer degradation when compared with the original models (5.72% and 1.60% for \(2 \times\) acceleration), which suggests that the conventional 2D compression algorithms are not fully suitable for 3D convolution filters. RP proposed a three-dimensional regularization-based neural network pruning method, which suffers only 0.41% and 2.87% increased errors for \(2 \times\) and \(4 \times\) acceleration. However, RP does not consider the high-relevance between filters in temporal dimensional, which is the key difference between compression of 2D and 3D convolution filters. By introducing the optimal transform for the temporal dimensional of 3D CNNs, the proposed method could reach \(2 \times\) and \(4 \times\) speed-up with only 0.10% and 2.16% accuracy drop. The proposed method outperforms previous pruning approach, which demonstrate the effectiveness of the proposed method for eliminating the redundancy of temporal dimension for the 3D convolution filters.

5.2. Ablation Study

In the above sections, the effectiveness of the proposed method for learning frequency compact 3D CNNs have been verified. The proposed algorithm introduces optimal transform to convert the filters into the frequency domain instead of using DCT. Moreover, to eliminating the redundancy in channel dimensional as well as temporal dimensional, we introduce the channel pruning [14] and combine it with the proposed optimal transform in Fcn. 9. Therefore, it is necessary to study the influence of the proposed optimal transform.

We conduct the ablation experiment on the UCF-101 dataset. We use the 3D-ResNet-18 as the original model.

Table 2. Effectiveness of eliminating redundancy in the frequency domain of the proposed FDC3D.

<table>
<thead>
<tr>
<th>Method</th>
<th>Increased err.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(2 \times)</td>
</tr>
<tr>
<td>Ours (only pruning channels)</td>
<td>0.81</td>
</tr>
<tr>
<td>Ours (with DCT)</td>
<td>0.42</td>
</tr>
<tr>
<td>Ours (with optimal transform)</td>
<td>0.10</td>
</tr>
</tbody>
</table>

The experimental details are the same as those in Section 5.1. Table 2 reports the results of eliminating redundancy in the frequency domain of the proposed FDC3D. If we do not prune the temporal dimension (i.e. only pruning the channels), the compressed network suffers 0.81% and 3.58% accuracy drops for \(2 \times\) and \(4 \times\) speed-up ratio. By applying the DCT on the filters, the compressed network can achieve higher accuracy under the same speed-up ratio, which demonstrate the effectiveness of eliminating the redundancy in temporal dimensional. However, DCT is designed for natural images and is not perfectly suitable for the filters in 3D CNNs. By learning the optimal transform for each layer, the compressed network only suffers 0.10% and 2.16% accuracy drops for \(2 \times\) and \(4 \times\) speed-up ratio. The results shows the superiority of learning optimal transform for compressing the temporal dimension in 3D CNNs.

5.3. Single Layer Pruning

Figure 2. Single layer performance after pruning using different methods (without fine-tuning). The min \(\ell_2\) denotes directly removing the temporal dimensional of filters with minimal \(\ell_2\)-norm. DCT denotes applying DCT on filters before pruning the temporal dimensional and OT denotes applying the proposed optimal transform before pruning.

In this subsection, we evaluate the performance of the proposed method in a single layer to achieve a explicit understanding of the effectiveness of the frequency domain compression. We use the 3D-ResNet-18 [11] as the original model on the UCF-101 dataset. For convenience, we
only compress the temporal dimensional using the proposed method using Fcn.

We perform the pruning in the first convolution layer, whose filters are of 7 × 7 × 7 size and number of temporal dimension is 7. The result of single layer pruning is shown in Figure 2. As the speed-up ratio increases, the error increases. Directly removing the temporal dimension with minimal $\ell_2$-norm would largely affect the performance of 3D CNNs, which demonstrate each dimension is important for the 3D convolution filter. Therefore, we use DCT to convert the filters into frequency domain, which achieves better performance under the same speed-up ratio. By utilizing the learned optimal transform, the proposed method achieve the best performance, which demonstrate the optimal transform is suitable for seeking the group sparsity of 3D convolution filters.

5.4. Pruning for Different Depths

The effectiveness of the proposed method has been verified on 3D-ResNet-18. To further investigate the generality of the proposed scheme, we evaluate the proposed FDC3D on different depths of 3D-ResNet [11] on the UCF-101 dataset. We exploit the proposed method on ResNet-34, ResNet-50 and ResNet-101. The training settings are the same as those in Section 5.1.

Table 3. The increased error for different architectures on UCF101 dataset. 2× and 4× denote the speed-up ratios.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Accuracy (%)</th>
<th>Increased error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2×</td>
<td>4×</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>81.1</td>
<td>0.13</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>81.8</td>
<td>0.06</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>83.5</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 3 shows the compression results on different depths of 3D-ResNet. As the model becomes deeper, its accuracy increases. However, their computational cost and storage are larger. Therefore, we utilize the proposed method to accelerate these networks. The proposed algorithm can achieve 2× speed-up ratio on various architectures without obvious accuracy drop. Moreover, the increased error becomes smaller for deeper model, which suggests that the larger model has more redundancy and the proposed can effectively reduce the computation cost of these heavy models.

5.5. Visualization of filters

To eliminating the redundancy of 3D convolution filters, we transform the filters into the frequency domain. By applying optimal transform to the feature maps, the convolution can be directly calculated in the frequency domain. Though we do not need to transform the compressed filters back into the spatial domain when calculating 3D convolutions, we reconstruct the convolution filters in the spatial domain for a more intuitive visualization.

(a) The original convolution filters.

(b) The converted filters in the frequency domain.

(c) The reconstructed convolution filters.

Figure 3. Visualization of filters on the UCF101 dataset. The filters in red box are reserved.

We visualize the filters of 3D-ResNet-18 [11] in the first convolution layer on the UCF101 dataset in Figure 3. The size of original filter is 7 × 7 × 7 with 3 input channels and 64 output channels. For convenience, we only visualize one filter among these channels. Figure 3 (a) shows the original filters. As the adjacent input images are highly relevant, the filter to extract the volumetric images also shows similar pattern for adjacent temporal dimension, which suggests that there are lot of redundancy in 3D convolutional neural networks. Conventional 2D CNN compression methods which pruning the weights with smaller values are thus not suitable in this situation. Therefore, we introduce optimal transform to convert filters into frequency domain. Figure 3 (b) shows the filters in the frequency domain transformed by the learned optimal transform. The converted filters can be easily divided into high-frequency filters and low-frequency filters. Therefore, we can keep the four filters with rich information in Figure 3 (b), which is boxed out with the red lines. Figure 3 (c) shows the filters reconstructed by the reserved four filters in the frequency domain. By introducing the optimal transform, we can compress the 3D convolution filters with little loss of information.

5.6. 3D-UNet on Brats 2018

Besides video recognition, another important application of 3D CNNs is medical image segmentation. The Brain Tumor Segmentation (Brats) dataset [23] provides multi-modal magnetic resonance imaging (MRI) images and expert-labeled ground truth for the segmentation of brain tumors. The task of this dataset is to produce segmen-
tation labels of different glioma sub-regions by using the provided data in per-operative MRI scans. The sub-regions contain the enhancing tumor, the tumor core and the whole tumor. The dataset consists of 285 samples and is separated into training set with 228 samples and validation set with 57 samples, respectively. As the medical images are volumetric, conventional 2D CNNs cannot fully extract the information from the multi-image inputs. 3D U-Net [3] is therefore proposed to tackle this medical image segmentation problem. We implement experiments on the Brats 2018 dataset using the Residual 3D U-Net [18] as the backbone.

We use stochastic gradient descent (SGD) with an initial learning rate of 0.001, a momentum of 0.9 and a weight decay of $1e-5$ to train the networks. The learning rate is divided by 10 after the validation loss saturates. The network is trained for 300 epoch. Training samples are reshaped to $160 \times 192 \times 128$. The batch size is set as 1. For the proposed method, $p_c$ and $p_t$ are set as $\frac{1}{4}$ and $\frac{1}{3}$.

Table 4. The dice coefficient (higher is better) when accelerating 3D U-Net on the Brats 2018 dataset. The speed-up ratio is 2 times for the FC3D U-Net.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dice(ET)</th>
<th>Dice(WT)</th>
<th>Dice(TC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D U-Net</td>
<td>0.7974</td>
<td>0.7971</td>
<td>0.6908</td>
</tr>
<tr>
<td>FC3D U-Net</td>
<td>0.7832</td>
<td>0.7831</td>
<td>0.6816</td>
</tr>
</tbody>
</table>

Table 4 reports the compression results of the proposed method on the Brats 2018 dataset. We use the dice coefficient as the evaluation index, which is widely used in the medical segmentation tasks. The dice similarity coefficient is a similarity measure to calculate the spatial overlap between two samples. The lower dice coefficient indicates the better performance. The original 3D U-Net model achieves 0.7974, 0.7971 and 0.6908 dice score for the segmentation of enhancing tumor (ET), whole tumor (WT) and tumor core (TC), respectively. Then we apply the proposed FDC3D to the 3D U-Net. As a result, the compressed network achieves 0.7832, 0.7831 and 0.6816 dice score for the segmentation of ET, WT and TC, which demonstrate the proposed method can perform well in the volumetric image segmentation tasks.

To further evaluate the performance of the compressed network with the original network, we visualize segmentation results by using 3D U-Net and the frequency domain compressed 3D U-Net in Figure 4. The enhancing tumor, tumor core and whole tumor are marked as blue, green and yellow, respectively. Figure 4 (a) shows the ground truth and Figure 4 (b) shows the segmentation results of 3D U-Net. As a result, the 3D U-Net can successfully segment different parts for the medical volumetric MRL images. Considering that the heavy computation cost of 3D U-Net, we exploit the proposed FDC3D to eliminate its redundancy. Figure 4 (c) shows the segmentation result of the compressed network. The proposed method can achieve similar result with the original network while with fewer parameters and lower computation cost.

6. Conclusions

As videos become ubiquitous due to the growing of multimedia on Internet, the 3-dimensional convolutional neural networks have been proposed to tackle multi-frame or multi-image datasets. However, 3D CNNs requires enormous computation resources, which prevents its usage in edge devices such as cameras and mobile phones. Here we present an effective compression method to eliminate the redundancy of 3D convolution filters in the frequency domain, namely FDC3D. The 3D convolution filters are converted into the frequency domain with structural sparsity in temporal dimensional utilizing the learned optimal transform, where the redundant parameters can be easily removed. Then the convolution can be calculated in the frequency domain by also applying optimal transform to the feature maps. The redundancy in the channel dimensional is also considered to achieve higher speed-up ratio. Detailed analysis including ablation study and visualization are conducted to demonstrate the effectiveness of the proposed algorithm. Experiments on action classification and medical image segmentation shows that the proposed FDC3D achieve higher performance than the state-of-the-art methods.
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