PF-Net: Point Fractal Network for 3D Point Cloud Completion
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Abstract

In this paper, we propose a Point Fractal Network (PF-Net), a novel learning-based approach for precise and high-fidelity point cloud completion. Unlike existing point cloud completion networks, which generate the overall shape of the point cloud from the incomplete point cloud and always change existing points and encounter noise and geometrical loss, PF-Net preserves the spatial arrangements of the incomplete point cloud and can figure out the detailed geometrical structure of the missing region(s) in the prediction. To succeed at this task, PF-Net estimates the missing point cloud hierarchically by utilizing a feature-points-based multi-scale generating network. Further, we add up multi-stage completion loss and adversarial loss to generate more realistic missing region(s). The adversarial loss can better tackle multiple modes in the prediction. Our experiments demonstrate the effectiveness of our method for several challenging point cloud completion tasks.

1. Introduction

3D vision has become one of the current research topics recently. Among various types of 3D data description, point cloud has been widely used in 3D data processing due to its small data size but more delicate presenting ability [1–3]. Real-world point cloud data is often captured by using laser scanners, stereo cameras, or low-cost RGB-D scanners. However, due to occlusion, light reflection, transparency of surface material, and limitations of sensor resolution and viewing angle, it will cause a loss of geometric and semantic information, resulting in incomplete point clouds. Therefore, it is an essential task to repair incomplete point clouds for further applications. Since the 3D point cloud is unstructured and unordered, the majority of the deep-learning-based methods for dealing with 3D data transform point cloud to collections of images (e.g., views) or regularly voxel-based representations of 3D data. However, multi-view and voxel-based representation [4–9] leads to unnecessarily voluminous and limits the output resolution of voxels [10, 11].


Previous works for completion take incomplete point cloud as input and directly predicts the missing point cloud. The display of multi-scale predictions (indicated by blue, red and yellow) are made by layers from different depths of Point Pyramid Decoder (PPD). The low resolution prediction serves as the center point to generate high resolution prediction, leading to a coarse-to-fine prediction.
ous works miss the existing cross-bar (under the chair), and fail to generate the hollow back. The reason may be that Auto-Encoders tend to average multiple “chairs” in the prediction. Noticing that most chairs in the training set have fully filled back without cross-bar, as is shown in Fig. 1, the previous networks thus are more likely to generate normal chairs with full filled back other than “special” chairs with hollow back and cross-bars in Fig. 6(3). In this work, we present the Point Fractal Network (PF-Net) for repairing the incomplete point cloud. Different from the existing Auto-Encoder architectures, the main features of PF-Net can be summarized as follows:

1. To preserve the spatial arrangements of the original part, we take the partial point cloud as input and only output the missing part of the point cloud instead of the whole object. This architecture has two benefits: Firstly, it retains the geometric features of the original point cloud after repairing. Secondly, it helps the network focus on perceiving the location and structure of missing parts. The main difficulty of such kind of prediction is that partial known points and points to be inferred are merely related in semantic level and completely different in spatial arrangements.

2. For better feature extraction of the specific partial point cloud, we first propose a novel Multi-Resolution Encoder (MRE) to extract multi-layer features from the partial point cloud and its low resolution feature points by utilizing a new feature extractor Combined Multi-Layer Perception (CMLP). These multi-scale features contain both local and global features, also low-level and high-level features, enhancing the ability of the network to extract semantic and geometric information.

3. To tackle the genus-wise distortions problem [13] and generate fine-grained missing region(s), we design a Point Pyramid Decoder (PPD) to generate the missing point cloud hierarchically. PPD is a multi-scale generating network based on feature points. PPD will predict primary, secondary, and detailed points from layers of different depth. Primary points and secondary points will try to match their corresponding feature points and serve as the skeleton center points to propagate the overall geometry information to the final detailed points. Fig. 1 visualizes the process of this hierarchical prediction, which shows excellent performance on generating a high-quality missing region point cloud and restoring the original detailed shape.

In addition, we propose a multi-stage completion loss to guide the prediction of our method. Multi-stage completion loss helps the network pay more attention to the feature points. To further alleviate the distortions problem caused by Auto-Encoder framework, inspired by a renowned 2D context encoder [15], we reduce this burden in the loss function by jointly train our PF-Net to minimize both multi-stage completion loss and adversarial loss. Adversarial loss optimizes our network that enable it to select a specific point cloud from multiple modes.

2. Related Work

2.1. Shape Completion and Deep Learning

Currently, 3D shape completion methods are mainly based on the 3D voxel grid and point cloud. For voxel grid-based algorithm, architectures such as 3D-RecGAN [16], 3D-Encoder-Predictor Networks (3D-EPN) [17], and hybrid framework of 3D-ED-GAN and LRCN [18] have been developed to realize the goal of repairing incomplete input data. However, voxel-based methods are restricted by its resolution because the computation cost increases dramatically with resolution.

PointNet [10] solves the problem of processing unordered point sets. Thus, algorithms which can directly conduct shape completion task on unordered point have been significantly developed [19–23]. L-GAN [12] introduces the first deep generative model for the point cloud. Though L-GAN [12] is capable of conducting shape completion tasks to some extent, its architecture is not primarily built to do shape completion task, and thus the performance is not considered ideal. FoldingNet [13] introduces a new decoding operation named Folding, serving as a 2D-to-3D mapping. Later, Point Completion Network (PCN) [11] proposes the first learning-based architecture focusing on shape completion task. PCN [11] applies the Folding operation [13] to approximate a relatively smooth surface and conduct shape completion. Recently, a reinforcement learning agent controlled GAN based network (RL-GAN-Net) [14] is invented for real-time point cloud completion. An RL agent is used in [14] to avoid complex optimization and accelerate prediction process, but it does not focus on enhancing prediction accuracy of the points. 3D point capsule networks [24, 25] surpasses the performance of other methods and becomes the state-of-the-art Auto-Encoder processing point cloud, especially in the domain of point cloud reconstruction.

2.2. Context Encoder and Feature Pyramid Network

Context encoder [15] processes images with missing region and trains a convolutional neural network to regress the missing pixel values. This architecture is formed by an encoder capturing the unspoiled content of the image and a decoder to predict the missing image content. In addition, it jointly train reconstruction and adversarial loss for semantic inpainting.

Feature Pyramid Network (FPN) [26] is an efficient method to solve the problem of multi-scale feature extraction. Thanks to the architecture of FPN [26], the final feature map is the fusion of both semantically-rich and locally-rich features [27–31]. It enhances the geometric and seman-
Figure 2. The architecture of PF-Net. The input of PF-Net is incomplete point cloud and it predicts the missing point cloud by utilizing a multi-scale generating network PPD. IFPS (Section 3.1) samples the input (indicated by yellow) into different scales (indicated by red and blue). Three scales of prediction are indicated by blue, red and yellow (final prediction) in the figure. CMLP (Section 3.2) is our feature extractor. CD (Chamfer Distance in Section 3.4) is applied to evaluate the difference between the prediction and the ground truth.

Figure 3. Results of IFPS in different resolutions. The blue lamp has 2048 points. Three purple lamps are sampled from the blue lamp with 512, 256, and 128 points, respectively.

3. Method

In this section, we will introduce our PF-Net, which predicts the missing region of the point cloud from its incomplete known configuration. Fig. 2 shows the complete architecture of our PF-Net. The overall architecture of our PF-Net is composed of three fundamental building blocks, named Multi-Resolution Encoder (MRE), Point Pyramid Decoder (PPD), and Discriminator Network.

3.1. Feature Points Sampling

In a point cloud, we can only take a small number of points to characterize the shape, which are defined as feature points. In other words, feature points map the skeleton of a point cloud [32]. To extract feature points from a point cloud, we use iterative farthest point sampling (IFPS), which is a sampling strategy applied in Pointnet++ [33] to get a set of skeleton points. IFPS can represent the distribution of the entire point sets better compared to random sampling, and it is more efficient than CNNs [33]. In Fig. 3, we visualize the effect of IFPS. Even if we only extract 6.25% of the points, these points can still describe the configuration of the lamp and the main geometry of the lamp has not been destroyed.

3.2. Multi-Resolution Encoder

CMLP We first introduce the feature extractor of our MRE, named as Combined Multi-Layer Perception (CMLP). In most of the previous work, the feature extractor of their encoder is Multi-Layer Perception (MLP). We refer to this as PointNet-MLP, shown in Fig. 4(a). This method maps each point into different dimensions and extracts the maximum value from the final $K$ dimensions to form a global latent vector. However, it does not make good use of low-level and mid-level features that contain rich local information. Also, L-GAN [12] and PointNet [10] show that the performance of this feature extractor is strongly affected by the dimension of the Maxpooling layer, i.e., $K$. In CMLP, we also use MLP to encode each point into multiple dimensions $[64 - 128 - 256 - 512 - 1024]$. Different from MLP, we maxpool the output of the last four layers of MLP to obtain multiple dimensional feature vector $f_i$, where size $f_i := 128, 256, 512, 1024$, for $i = 1, ..., 4$. All the $f_i$ are then concatenated, forming the combined latent vector $F$. Size $F := 1920$, and it contains both low-level and high-level feature information.

The input to our Multi-Resolution Encoder is an $N \times 3$ unordered point cloud. We downsample the input point cloud to obtain two more scales in different resolutions (Size: $\frac{N}{16} \times 3$ and $\frac{N}{64} \times 3$) by using IFPS. We use this data-dependent way to get the feature points of the input point sets, helping the encoder focus on those more representa-
ative points. Three independent CMLPs will be used to map those three scales into three individual combined latent vector $F_i$, for $i = 1, 2, 3$. Each vector represents the feature extracted from a certain resolution of the point cloud. All the $F_i$ are then concatenated, forming a latent feature map $M$ in the size of $1920 \times 3$ (i.e., three vectors each in the size of 1920). We then use MLP [3 - 1] to integrate the latent feature map into a final feature vector $V$. Size of $V=1920$.

### 3.3. Point Pyramid Decoder

The decoder takes final feature vector $V$ as input and aims to output $M \times 3$ point cloud, which represents the shape of the missing region. The baseline of our PPD is fully-connected decoder [12]. A fully-connected decoder is good at predicting the global geometry of point cloud. Nevertheless, it always causes loss of local geometric information since it only uses the final layer to predict the shape. Previous works combine fully-connected decoder with a folding-based decoder to reinforce the local geometry of the predicted shape. However, as shown in [13], a folding-based decoder is not good at handling genus-wise distortions and retaining the original detailed geometry if the original surface is relatively complicated. To overcome the limitation, we design our PPD as a hierarchical structure based on feature points, which is inspired by FPN [26].

The details of the PPD are shown in Fig. 5. We first obtain three feature layers $FC_i$ (size $FC_i := 1024, 512, 256$ neurons, for $i = 1, 2, 3$) by passing $V$ through fully-connected layers. Each feature layer is responsible for predicting point cloud in different resolutions. The primary center points $Y_{primary}$ will be predicted from the deepest $FC_3$, having the size of $M_1 \times 3$. Then, $FC_2$ will be used to predict the relative coordinates of secondary center points $Y_{secondary}$. Each point in $Y_{primary}$ will serve as center point to generate $M_2$ points of $Y_{primary}$. We implement this process using “Expand” and “Add” operations. Thus, size of $Y_{secondary}$ is $M_2 \times 3$. Detailed points $Y_{detail}$ is the final prediction of PPD. The generation of $Y_{detail}$ is similar to $Y_{secondary}$ shown in Fig. 5. Size $Y_{detail}: M \times 3$. Meanwhile, $Y_{detail}$ will try to match the feature points sampled from G.T. Thanks to this multi-scale generating architecture, high-level features will affect the expression of low-level features, and low resolution feature points can propagate the local geometry information to the high resolution prediction. Our experiments show that the prediction of PPD has fewer distortions and can retain the detailed geometry of the original missing point cloud.

### 3.4. Loss Function

The loss function of our PF-Net consists of two parts: multi-stage completion loss and adversarial loss. Completion loss measures the difference between the ground truth of missing point cloud $Y_{gt}$ and the predicted point cloud. Adversarial loss tries to make the prediction seem more real by optimizing the MRE and PPD. The size of $Y_{gt}$ is $M \times 3$ which is the same as $Y_{detail}$.

**Multi-stage Completion Loss** Fan et al. [34] has proposed two permutation-invariant metrics to compare unordered point cloud which are Chamfer Distance (CD) and Earth Mover’s Distance (EMD). In this work, we choose Chamfer Distance as our completion loss since it is differentiable and more efficient to compute compared to EMD.

$$d_{CD}(S_1, S_2) = \frac{1}{S_1} \sum_{x \in S_1} \min_{y \in S_2} \| x - y \|^2 + \frac{1}{S_2} \sum_{y \in S_2} \min_{x \in S_1} \| y - x \|^2$$

CD in (1) measures the average nearest squared distance between predicted point cloud $S_1$ and the ground truth point cloud $S_2$. Since the Point Pyramid Decoder will predict three point clouds in different resolution, our multi-stage completion loss consists of three terms in (2), $d_{CD_1}$, $d_{CD_2}$, and $d_{CD_3}$, weighted by hyperparameter $\alpha$. The first term calculates the squared distance between detailed points $Y_{detail}$ and the ground truth of missing region $Y_{gt}$. The second and third term calculate the squared distance between primary center points $Y_{primary}$, secondary center points $Y_{secondary}$ and the subsampled ground truth $Y''_{gt}$, $Y'''_{gt}$ respectively. The subsampled ground truth $Y''_{gt}$ and $Y'''_{gt}$ have the same size as $Y_{primary} (M_1 \times 3)$ and $Y_{secondary} (M_2 \times 3)$.
respectively. We obtain \( Y' \) and \( Y'' \) from \( Y_g \) by applying IFPS. They are the feature points of the missing region. The design of the multi-stage completion loss increases the proportion of feature points, leading to better focus on feature points.

\[
L_{\text{com}} = d_{C_{D1}}(Y_{\text{detail}}, Y_g) + \alpha d_{C_{D2}}(Y'_{\text{primary}}, Y_g') + 2\alpha d_{C_{D3}}(Y'_{\text{secondary}}, Y_g'')
\]  

(2)

Adversarial Loss The adversarial loss in this work is inspired by Generative Adversarial Network (GAN) [35]. We first define \( F() := \text{PPD}(\text{MRE}) \), where MRE is Multi-Resolution Encoder and PPD is Point Pyramid Decoder. \( F: \mathcal{X} \rightarrow \mathcal{Y}' \) will map the partial input \( \mathcal{X} \) into predicted missing region \( \mathcal{Y}' \). Then Discriminator \( (D()) \) tries to distinguish the predicted missing region \( \mathcal{Y}' \) and the real missing region \( \mathcal{Y} \). The discriminator is a classification network with similar structure as CMLP. The specific structure has serial MLP layers [64 − 64 − 128 − 256] and we maxpool the response from the last three layers to obtain feature vector \( f_i \), where size \( f_i \) = 64, 128, 256, for \( i \) = 1, 2, 3. Concatenate them into a latent vector \( F. \) The size of \( F \) is 448. \( F \) will be passed through fully-connected layers [256,128,16,1] followed by Sigmoid-classifier to obtain predicted value. We now define the adversarial loss:

\[
L_{\text{adv}} = \sum_{1 \leq i \leq S} \log(D(y_i)) + \sum_{1 \leq j \leq S} \log(1 - D(F(x_i)))
\]  

(3)

where \( x_i \in \mathcal{X}, y_i \in \mathcal{Y}, i = 1, \ldots, S. \) \( S \) is the dataset size of \( \mathcal{X}, \mathcal{Y}. \) Both \( F \) and \( D \) are optimized jointly by using alternating Adam when training.

Joint Loss The joint loss of our network is defined as:

\[
L = \lambda_{\text{com}} L_{\text{com}} + \lambda_{\text{adv}} L_{\text{adv}}
\]  

(4)

\( \lambda_{\text{com}} \) and \( \lambda_{\text{adv}} \) are the weight of completion loss and adversarial loss which satisfy the followed condition: \( \lambda_{\text{com}} + \lambda_{\text{adv}} = 1. \)

4. Experiments

4.1. Data Generation and Implementation detail

To train our model, we use 13 categories of different objects in the benchmark dataset Shapenet-Part [36]. The total number of shapes sums to 14473 (11705 for training and 2768 for testing). All input point cloud data is centered at the origin, and their coordinates are normalized to [-1,1]. The ground-truth point cloud data is created by sampling 2048 points uniformly on each shape. The incomplete point cloud data is generated by randomly selecting a viewpoint as a center in multiple viewpoints and removing points within a certain radius from complete data. We control the radius to get a different amount of missing points. When comparing our method against other methods, we set the incomplete point cloud missing 25% of the original data for train and test.

We implement our network on PyTorch. All the three building blocks are trained by using ADAM optimizer alternately with an initial learning rate of 0.0001 and a batch size of 36. We employ batch normalization (BN) and RELU activation units at MRE and Discriminator but only use RELU activation units (except for the last layer) at PPD. In MRE, we set \( k = 2. \) In PPD, we set \( M_1 = 64, M_2 = 128 \) based on the numbers of points of each shape. And we only change \( \lambda \) to control the size of the final prediction.

4.2. Point Cloud Completion Results

In this subsection, we compare our method against several representative baselines that operate directly on a 3D point cloud, including L-GAN [37], PCN [11], 3D point-Capsule Networks [25]. Since all the existing methods are trained in different datasets, we train and test them in the same dataset in order to evaluate them quantitatively. It should be noted that all the methods are trained in the same way that label information will not be provided. To evaluate the methods mentioned above, we use the evaluation metric by [37, 38]. It contains two indexes: \( \text{Pred} \rightarrow \text{GT} \) (prediction to ground truth) error and \( \text{GT} \rightarrow \text{Pred} \) (ground truth to prediction) error. \( \text{Pred} \rightarrow \text{GT} \) error computes the average squared distance from each point in prediction to its closest in ground truth. It measures how difference the prediction is from the ground truth. \( \text{GT} \rightarrow \text{Pred} \) error computes the average squared distance from each point in the ground truth to its closest in prediction, which indicates the degree of the ground truth surface being covered by the shape of the prediction. We first compute \( \text{Pred} \rightarrow \text{GT} \) error and \( \text{GT} \rightarrow \text{Pred} \) error on the whole complete point cloud by concatenating the prediction of our network and the input partial point cloud.

Table 1 shows the result. Our method outperforms other methods in all categories on both \( \text{Pred} \rightarrow \text{GT} \) and \( \text{GT} \rightarrow \text{Pred} \) error. Note that the error of the overall complete point cloud comes from two parts: the prediction error of the missing region and the change of the original partial shape. Since our method takes the partial shape as input and only output the missing region, it does not change the original partial shape. To make sure that our evaluation is reasonable, we also compute \( \text{Pred} \rightarrow \text{GT} \) error and \( \text{GT} \rightarrow \text{Pred} \) error on the missing region. Table 2 shows the results. Our Method outperforms existing methods in 12 out of 13 categories on both \( \text{Pred} \rightarrow \text{GT} \) error and \( \text{GT} \rightarrow \text{Pred} \) error. Furthermore, in terms of the mean of all 13 categories, our method has considerable advantages on both metrics. The result in Table 1 and Table 2 indicate that our method can generate more high-precision point cloud with less distortions both in the overall point cloud and the missing region point cloud.

In Fig. 6 we visualize the output point cloud generated by the methods mentioned above. All of them come from
them in the last row of the table. PF-Net (vanilla) is PF-Net without Discriminator.

PF-Net without Discriminator, PF-Net with Discriminator

can help minimize Pred error both in Table 1 and Table 2. The results indicate that PF-Net can help minimize Pred → GT error. As is mentioned above, Pred → GT error measures how difference the prediction is from the ground truth. Thus, the Discriminator enables PF-Net to generate the point cloud that is more similar to the ground truth.

4.3. Quantitative Evaluations of PF-Net

Analysis of Discriminator The function of the Discriminator is to distinguish the predicted shape from the real profile of the missing region and optimize our network to generate a more “realistic” configuration. Table 1 and Table 2 show the result of PF-Net without Discriminator. Compared to PF-Net without Discriminator, PF-Net with Discriminator outperforms in 10 out of 13 categories on the Pred → GT error both in Table 1 and Table 2. Furthermore, PF-Net has a considerable margin in terms of mean on the Pred → GT error both in Table 1 and Table 2. The results indicate that PF-Net can help minimize Pred → GT error. As is mentioned above, Pred → GT error measures how difference the prediction is from the ground truth. Thus, the Discriminator enables PF-Net to generate the point cloud that is more similar to the ground truth.

Analysis of MRE and PPD To demonstrate the effectiveness of CMLP, we train CMLP and other extractors which follow the same linear classification model on ModelNet40 [39] and evaluate their overall classification accuracy on the test set. Results are shown in Table 3. PointNet-MLP has the same parameter as PointNet without Transformer [10]. PointNet-CMLP replaces MLP of PointNet-MLP by CMLP. Our-CMLP shows the best performance. The re-
Figure 6. The comparison of completion results between other methods and our network. From top to bottom: Input, L-GAN [12], PCN [11], 3D-Capsule [25], our method, and the ground truth. In (3)(7), the outputs of other methods lose the geometric structure of the cross-bar under the chair and the table. In (3)(4)(6), other methods mistakenly fill in the hollow part of the G.T. (i.e., (3)(6), the back of the chair; (4), the space under the tabletop is mistakenly filled). In (8), others fail to generate a reasonable shape. Correspondingly, ours can generate the missing point cloud accurately with less distortions and high-level restoration. More results of ours are shown in Supplement.

<table>
<thead>
<tr>
<th>Method</th>
<th>PointNet-MLP</th>
<th>PointNet-CMLP</th>
<th>Our-CMLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc. (%)</td>
<td>87.2</td>
<td>87.9</td>
<td>88.9</td>
</tr>
</tbody>
</table>

Table 3. Classification accuracy results of PointNet-MLP, PointNet-CMLP, and Our-CMLP on ModelNet40.

In order to assess the effectiveness of Multi-Resolution Encoder (MRE) and Point Pyramid Decoder (PPD), we further compare our PF-Net (vanilla) with three different baselines: single-resolution MLP, single-resolution CMLP, and multi-resolution CMLP. All the above methods take the incomplete point cloud as input and output the missing point cloud. We conduct this experiment on the models in “Chair” and “Table” class, which are two largest categories in the dataset we generated to discuss. “Chair” has 2658 shapes for training and 704 shapes for testing. “Table” has 3835 shapes for training and 848 shapes for testing. Single-resolution MLP consists of 5 layers MLP [64,128,256,512,1024] and 2 linear layers [1024,1536], each layer followed by BN and ReLU activation (i.e. we find that BN is beneficial in this method). Single-resolution CMLP has the same structure as single-resolution MLP but MLP is changed to CMLP. Multi-resolution CMLP use multi-resolution encoder followed by 2 linear layers [1024, 1536]. We compute their Pred → GT error and GT → Pred error of the missing point cloud. Results are shown in Table 4. Note that, in both two categories, CMLP and MR-CMLP are superior to MLP in Pred → GT error and GT → Pred error. Their performance boost is between 3% to 10% compared to MLP. However, after using PF-Net, the Pred → GT error and GT → Pred error are reduced significantly. This is what we expected. Since CMLP and MR-CMLP strengthen the ability of encoder to extract geometrical and semantic information, but their decoders only focus on generating the overall shape of the missing point cloud.

However, the generation process of PPD is smoother. It can focus on both the overall shape and the detailed feature points. Fig. 7 depicts one example of the “chair” class.
Figure 7. A chair predicted by MLP, CMLP, MR-CMLP, and PF-Net(vanilla). PF-Net(vanilla) is our PF-Net without Discriminator. Yellow and red points represent the prediction of PF-Net(vanilla) and others. It can be found that the middle of the chair in the G.T. is hollow. The prediction of MLP, CMLP, and MR-CMLP all lose this detailed structure. Our PF-Net(vanilla) retains this structure, and the prediction has less noise and distortions.

<table>
<thead>
<tr>
<th>Category</th>
<th>MLP</th>
<th>CMLP</th>
<th>MR-CMLP</th>
<th>PF-Net(vanilla)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chair</td>
<td>2.692 / 2.384</td>
<td>2.587 / 2.306</td>
<td>2.321 / 2.275</td>
<td>1.772 / 1.432</td>
</tr>
<tr>
<td>Table</td>
<td>2.429 / 2.734</td>
<td>2.250 / 2.693</td>
<td>2.299 / 2.696</td>
<td>1.891 / 1.664</td>
</tr>
</tbody>
</table>

Table 4. [Pred → GT error / GT → Pred error] given by MLP, CMLP, MR-CMLP and our PF-Net(vanilla) of the missing point cloud.

Robustness Test. We conduct all the robustness test experiments on the “Airplane” class. In the first robustness test, we change $M$ in the PPD to control the number of the output points of our network and train it to repairing incomplete shape with different extent of incompleteness, respectively. The experiment results are shown in Table 5: 25%, 50% and 75% mean that three incomplete inputs lose 25%, 50% and 75% of the original points respectively compared to the ground truth. Note that the Pred → GT error and GT → Pred error of three partial inputs are basically the same, which implies that our network has strong robustness when dealing with incomplete inputs with different extent of missing. Fig. 8 shows the performance of our network in the test set. Our network accurately “identified” different types of airplane and retain the geometric details of the original point cloud even in the case of large-scale incompleteness. In the second robustness test, we train our network to complete the partial shape that lose more than one pieces of points in different positions. One of the example in test set is shown in Fig. 9. It can be found that PF-Net still predict the correct missing point cloud in the right places.

<table>
<thead>
<tr>
<th>Missing Ratio</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF-Net</td>
<td>0.727 / 0.542</td>
<td>0.727 / 0.520</td>
<td>0.748 / 0.623</td>
</tr>
</tbody>
</table>

Table 5. [Pred → GT error / GT → Pred error] given by our PF-Net of the missing point cloud. The incomplete point cloud lose 25%, 50%, 75% respectively compared to the original point cloud.

5. Conclusion

We have presented a new approach to shape completion using a partial point cloud only to generate the missing point cloud. Our architecture enables the network to generate the target point cloud with both rich semantic profile and detailed character while retaining the existing contour. Our method outperforms the existing methods focusing on shape completion of a point cloud. Noticing that if the training dataset is as large enough, our method has the chance to repair any complex random point cloud delicately. Hence, we can foresee that if this method is applied deeply, the accuracy of 3D recognition can be dramatically improved, bringing new possibilities to the research of autonomous vehicles and 3D reconstruction.
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