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Figure 1. Results of our monocular scene flow approach on the KITTI dataset [11]. Given two consecutive images (left), our method jointly predicts depth (middle) and scene flow (right). \((x,z)\)-coordinates of 3D scene flow are visualized using an optical flow color coding.

Abstract

Scene flow estimation has been receiving increasing attention for 3D environment perception. Monocular scene flow estimation – obtaining 3D structure and 3D motion from two temporally consecutive images – is a highly ill-posed problem, and practical solutions are lacking to date. We propose a novel monocular scene flow method that yields competitive accuracy and real-time performance. By taking an inverse problem view, we design a single convolutional neural network (CNN) that successfully estimates depth and 3D motion simultaneously from a classical optical flow cost volume. We adopt self-supervised learning with 3D loss functions and occlusion reasoning to leverage unlabeled data. We validate our design choices, including the proxy loss and augmentation setup. Our model achieves state-of-the-art accuracy among unsupervised/self-supervised learning approaches to monocular scene flow, and yields competitive results for the optical flow and monocular depth estimation sub-tasks. Semi-supervised fine-tuning further improves the accuracy and yields promising results in real-time.

1. Introduction

Scene flow estimation is the task of obtaining 3D structure and 3D motion of dynamic scenes, which is crucial to environment perception, e.g., in the context of autonomous navigation. Consequently, many scene flow approaches have been proposed recently, based on different types of input data, such as stereo images [18, 44, 51, 56, 62], 3D point clouds [14, 29], or a sequence of RGB-D images [15, 16, 31, 38, 39, 46]. However, each sensor configuration has its own limitations, e.g. requiring stereo calibration for a stereo rig, expensive sensing devices (e.g., LiDAR) for measuring 3D points, or being limited to indoor usage (i.e., RGB-D camera). We here consider monocular 3D scene flow estimation, aiming to overcome these limitations.

Monocular scene flow estimation, however, is a highly ill-posed problem since both monocular depth (also called single-view depth) and per-pixel 3D motion need to be estimated from consecutive monocular frames, here two consecutive frames. Comparatively few approaches have been suggested so far [3, 58], none of which achieves both reasonable accuracy and real-time performance.

Recently, a number of CNN approaches [5, 28, 30, 40, 60, 64] have been proposed to jointly estimate depth, flow, and camera ego-motion in a monocular setup. This makes it possible to recover 3D motion from the various outputs, however with important limitations. The depth–scale ambiguity [40, 64] and the impossibility of estimating depth in occluded regions [5, 28, 30, 60] significantly limit the ability to obtain accurate 3D scene flow across the entire image.

In this paper, we propose a monocular scene flow approach that yields competitive accuracy and real-time performance by exploiting CNNs. To the best of our knowledge, our method is the first monocular scene flow method that directly predicts 3D scene flow from a CNN. Due to the scarcity of 3D motion ground truth and the domain over-fitting problem when using synthetic datasets [4, 33], we train directly on the target domain in a self-supervised manner to leverage large amounts of unlabeled data. Optional semi-supervised fine-tuning on limited quantities of ground-truth data can further boost the accuracy.

We make three main technical contributions: (i) We propose to approach this ill-posed problem by taking an inverse problem view. Noting that optical flow is the 2D projection of a 3D point and its 3D scene flow, we take the in-
verse direction and estimate scene flow in the monocular setting by decomposing a classical optical flow cost volume into scene flow and depth using a single joint decoder. We use a standard optical flow pipeline (PWC-Net [45]) as basis and adapt it for monocular scene flow. We verify our architectural choice and motivation by comparing with multi-task CNN approaches. (ii) We demonstrate that solving the monocular scene flow task with a single joint decoder actually simplifies joint depth and flow estimation methods [5, 28, 30, 40, 60, 64], and yields competitive accuracy despite a simpler network. Existing multi-task CNN methods have multiple modules for the various tasks and often require complex training schedules due to the instability of training multiple CNNs jointly. In contrast, our method only uses a single network that outputs scene flow and depth (as well as optical flow after projecting to 2D) with a simpler training setup and better accuracy for depth and scene flow. (iii) We introduce a self-supervised loss function, which also leads to a classical optical flow cost volume into scene flow and depth, and an occlusion-aware loss, all validated on the 3D motion for occluded pixels since their depth value in the second frame is unknown. Several recent methods [5, 28, 30, 60, 61] utilized multi-task CNN and jointly estimates 3D plane parameters and the 6D rigid motion of a piecewise rigid scene representation, achieving state-of-the-art accuracy. In contrast to [3], our approach is purely CNN-based, runs in real-time, and is trained in an end-to-end self-supervised manner, which allows to exploit a large amount of unlabeled data (cf. [58]).

Joint estimation of optical flow and depth. Given two depth maps and optical flow between two temporally consecutive frames, 3D scene flow can be simply calculated [43] by relating two 3D points from optical flow. However, this pipeline has a critical limitation; it cannot estimate the 3D motion for occluded pixels since their depth value in the second frame is not known. Several recent methods [5, 28, 30, 60, 61, 63, 64] utilized multi-task CNN models to jointly estimate depth, optical flow, camera motion, and moving object masks from a monocular sequence in an unsupervised/self-supervised setting. While it may be possible to reconstruct scene flow from their outputs, these methods [30, 60] yield limited scene flow accuracy due to being limited to non-occluded regions. In contrast, our method directly estimates 3D scene flow with a CNN so that we naturally bypass this problem.

3. Self-Supervised Monocular Scene Flow

3.1. Problem formulation

For each pixel \( p = (p_x, p_y) \) in the reference frame \( I_1 \), our main objective is to estimate the corresponding 3D point \( P = (P_x, P_y, P_z) \) and its (forward) scene flow \( s = (s_x, s_y, s_z) \) to the target frame \( I_{t+1} \), as illustrated in Fig. 2a. The scene flow is defined as 3D motion with respect to the camera, and its projection onto the image plane becomes the optical flow \( f = (f_x, f_y) \).

To estimate scene flow in the monocular camera setting, we take an inverse problem approach: we use CNNs to estimate a classical optical flow cost volume as intermediate representation, which is then decomposed with a learned decoder into 3D points and their scene flow. Unlike scene flow with a stereo camera setup [26, 27, 53], it is challeng-
flow together by increasing the number of output channels from 2 to 4 (i.e., 3 for scene flow and 1 for disparity). Following the benefit of residual motion estimation in the context of optical flow \cite{19, 21, 45}, we estimate residual scene flow at each level. In contrast, we observe that residual updates hurt disparity estimation, hence we estimate (non-residual) disparity at all levels. To have more discriminative features, we increase the number of feature channels in the pyramidal feature extractor from \cite{16, 32, 64, 96, 128, 196} to \cite{32, 64, 96, 128, 192, 256}.

3.3. Addressing the scale ambiguity

When resolving the 3D ambiguities, it is not possible to determine the depth scale from a single correspondence in two monocular images. In order to estimate depth and scene flow on an absolute scale, we adopt the monocular depth estimation approach of Godard et al. \cite{12, 13} as our second basis, which utilizes pairs of stereo images with their known stereo configuration and camera intrinsics \(K\) for training; at test time, only monocular images and known intrinsics are needed. The images from the right camera guide the CNN to estimate the disparity \(d\) on an absolute scale by exploiting semantic and geometric cues indirectly \cite{7} through a self-supervised loss function. Then the depth \(d\) can be trivially recovered given the baseline distance of a stereo rig \(b\) and the camera focal length \(f_{\text{local}}\) as \(d = b \cdot f_{\text{local}} / d\). We also use stereo images only for training; at test time our approach is purely monocular. In our context, estimating depth on an absolute scale helps to disambiguate scene flow on an absolute scale as well (cf. Fig. 2b). Moreover, tightly coupling temporal correspondence and depth actually helps to identify the appropriate absolute scale, which allows us to avoid unrealistic testing settings that other monocular methods rely on (e.g., \cite{40, 61, 64} use ground truth to correctly scale their predictions at test time).

3.4. A proxy loss for self-supervised learning

Similar to previous monocular structure reconstruction methods \cite{5, 30, 40, 60, 61, 63, 64}, we exploit a view synthesis loss to guide the network to jointly estimate disparity and scene flow. For better accuracy in both tasks, we exploit occlusion cues through bi-directional estimation \cite{34}, here of disparity and scene flow. Given a stereo image pair of the reference and target frame \((I_t^l, I_{t+1}^l, I_r^l, I_{t+1}^r)\), we input a monocular sequence from the left camera \((I_t^l, I_{t+1}^l)\) to the network and obtain a disparity map of each frame \(d_t^l\) and \(d_{t+1}^l\) as well as forward and backward scene flow \((s_{bw}^l\) and \(s_{bw}^r\)) by simply switching the temporal order of the input. The two images from the right camera \((I_t^r\) and \(I_{t+1}^r\)) are used only as a guidance in the loss function and are not used at test time. Our total loss is a weighted sum of a disparity loss \(L_d\) and a scene flow loss \(L_{sf}\),

\[
L_{\text{total}} = L_d + \lambda_d L_{sf}. \tag{1}
\]
Disparity loss. Based on the approach of Godard et al. [12, 13], we propose an occlusion-aware monocular disparity loss, consisting of a photometric loss $L_{d, ph}$ and a smoothness loss $L_{d, sm}$,

$$L_{d} = L_{d, ph} + \lambda_{d, sm} L_{d, sm},$$

with regularization parameter $\lambda_{d, sm} = 0.1$. The disparity loss is applied to both disparity maps $d_i$ and $d_{i+1}$. For brevity, we only describe the case of $d_i$.

The photometric loss $L_{d, ph}$ penalizes the photometric difference between the left image $I^l_i$ and the reconstructed left image $\hat{I}^l_i$, which is synthesized from the output disparity map $d_i$ and the given right image $I^r_i$ using bilinear interpolation [23]. Different to [12, 13], we only penalize the photometric loss for non-occluded pixels. Following standard practice [12, 13], we use a weighted combination of an $L_1$ loss and the structural similarity index (SSIM) [55]:

$$L_{d, ph} = \frac{\sum_p (1 - O^{\text{disp}}_i(p)) \cdot \rho(\hat{I}^l_i(p), \hat{I}^l_i(p))}{\sum_q (1 - O^{\text{disp}}_i(q))},$$

with

$$\rho(a, b) = \alpha \frac{1 - \text{SSIM}(a, b)}{2} + (1 - \alpha) \|a - b\|_1,$$

where $\alpha = 0.85$ and $O^{\text{disp}}_i$ is the disparity occlusion mask ($0$ – visible, $1$ – occluded). To obtain the occlusion mask $O^{\text{disp}}_i$, we feed the right image $I^r_i$ into the network to obtain the right disparity $d_i$ and take the inverse of its occlusion map, which is obtained by forward-warping the right disparity map [20, 54].

To encourage locally smooth disparity estimates, we adopt an edge-aware 2nd-order smoothness [28, 34, 57],

$$L_{d, sm} = \frac{1}{N} \sum_p \sum_{i \in \{x, y\}} |\nabla^2 d_i(p)| \cdot e^{-\beta \|\nabla I^l_i(p)\|_1},$$

with $\beta = 10$ and $N$ being the number of pixels.

Scene flow loss. The scene flow loss consists of three terms – a photometric loss $L_{sf, ph}$, a 3D point reconstruction loss $L_{sf, pt}$, and a scene flow smoothness loss $L_{sf, sm}$,

$$L_{sf} = L_{sf, ph} + \lambda_{sf, pt} L_{sf, pt} + \lambda_{sf, sm} L_{sf, sm},$$

with regularization parameters $\lambda_{sf, pt} = 0.2$ and $\lambda_{sf, sm} = 200$. The scene flow loss is applied to both forward and backward scene flow ($s_{fw}^l$ and $s_{bw}^l$). Again for brevity, we only describe the case of forward scene flow $s_{fw}^l$.

The scene flow photometric loss $L_{sf, ph}$ penalizes the photometric difference between the reference image $I^l_i$ and the reconstructed reference image $\hat{I}^l_i$, synthesized from the disparity map $d_i$, the output scene flow $s_{fw}^l$, and the target image $I^l_{i+1}$. To reconstruct the image, the corresponding pixel coordinate $p'$ in $I^l_{i+1}$ of each pixel $p$ in $I^l_i$ is calculated by back-projecting the pixel $p$ into 3D space using the camera intrinsics $K$ and estimated depth $d_i(p)$, translating the
points using the scene flow $s_{tw}^l(p)$, and then re-projecting them to the image plane (cf. Fig. 4a),

$$p' = K \left( \hat{d}_t^l(p) \cdot K^{-1} p + s_{tw}^l(p) \right), \quad (6)$$

assuming a homogeneous coordinate representation. Then, we apply the same occlusion-aware photometric loss as in the disparity case (Eq. 3a),

$$L_{sf,ph} = \frac{\sum_{p} (1 - O_{sf}^l(p)) \cdot \rho(P_t^l(p), \tilde{I}_{sf}^l(p))}{\sum_{q} (1 - O_{sf}^l(q))}, \quad (7)$$

where $O_{sf}^l$ is the scene flow occlusion mask, obtained by calculating disocclusion using the backward scene flow $s_{bw}^l$.

Additionally, we also penalize the Euclidean distance between the two corresponding 3D points, i.e., the translated 3D point of pixel $p$ from the reference frame and the matched 3D point in the target frame (cf. Fig. 4b):

$$L_{sf,pt} = \frac{\sum_{p} (1 - O_{sf}^l(p)) \cdot ||P_t^l - P_{t+1}^l||_2}{\sum_{q} (1 - O_{sf}^l(q))}, \quad (8a)$$

with

$$P_t^l = \hat{d}_t^l(p) \cdot K^{-1} p + s_{tw}^l(p) \quad (8b)$$

$$P_{t+1}^l = \hat{d}_{t+1}^l(p') \cdot K^{-1} p' \quad (8c)$$

and $p'$ as defined in Eq. (6). Again, this 3D point reconstruction loss is only applied on visible pixels, where the correspondence should hold.

Analogous to the disparity loss in Eq. (4), we also adopt edge-aware 2nd-order smoothness for scene flow to encourage locally smooth estimation:

$$L_{sf,sm} = \frac{1}{N} \sum_{p} \sum_{i \in \{x,y\}} \left| \nabla^2 s_{tw}^l(p) \right| \cdot e^{-\beta \left| \nabla I_t(p) \right|_1}. \quad (9)$$

### 3.5. Data augmentation

In many prediction tasks, data augmentation is crucial to achieving good accuracy given limited training data. In our monocular scene flow task, unfortunately, the typical geometric augmentation schemes of the two tasks (i.e., monocular depth estimation, scene flow estimation) conflict each other. For monocular depth estimation, not performing geometric augmentation is desirable as it enables learning the scene layout under a fixed camera configuration [7, 17]. On the other hand, the scene flow necessitates geometric augmentations to match corresponding pixels better [24, 33].

We investigate which type of (geometric) augmentation is suitable for our monocular scene flow task and method. Similar to previous multi-task approaches [5, 40, 64], we prepare a simple data augmentation scheme, consisting of random scales, cropping, resizing, and horizontal image flipping. Upon the augmentation, we also explore the recent CAM-Convs [9], which facilitate depth estimation irrespective of the camera intrinsics. After applying augmentations on the input images, we calculate the resulting camera intrinsics and then input them in the format of CAM-Convs (see [9] for technical details). We conjecture that using geometric augmentation will improve the scene flow accuracy.

Yet, at the same time adopting CAM-Convs [9] could prevent the depth accuracy from dropping due to the changes in camera intrinsics of the augmented images. We conduct our empirical study on the KITTI split [13] of the KITTI raw dataset [10] (see Sec. 4.1 for details).

#### Empirical study for monocular depth estimation

We use a ResNet18-based monocular depth baseline [13] using our proposed occlusion-aware loss. Table 1 (left hand side) shows the results. As we can see, geometric augmentations deteriorate the depth accuracy, since they prevent the network from learning a specific camera prior by inputting augmented images with diverse camera intrinsics; this observation holds with and without CAM-Convs. This likely explains why some multi-task approaches [26, 27, 28, 53] only use minimal augmentation schemes such as image flipping and input temporal-order switching. Only using CAM-Convs [9] works best as the test dataset contains images with different intrinsics, which CAM-Convs can handle.

#### Empirical study for monocular scene flow estimation

We train our full model with the proposed loss from Eq. (1). Looking at the right side of Table 1 yields different conclusions for monocular scene flow estimation: using augmentation improves the scene flow accuracy in general, but using CAM-Convs [9] actually hurts the accuracy. We conjecture that the benefit of CAM-Convs – introducing a test-time dependence on input camera intrinsics – may be redundant for correspondence tasks (i.e. optical flow, scene flow) and can hurt the accuracy. We also observe that CAM-Convs lead to slight over-fitting on the training set, yielding marginally lower training loss (e.g., <1%) but with higher error on the test set. Therefore, we apply only geometric augmentation without CAM-Convs in the following.
4. Experiments

4.1. Implementation details

Dataset. For evaluation, we use the KITTI raw dataset [10], which provides stereo sequences covering 61 street scenes. For the scene flow experiments, we use the KITTI Split [13]: we first exclude 29 scenes contained in KITTI Scene Flow Training [36, 37] and split the remaining 32 scenes into 25 801 sequences for training and 1684 for validation. For evaluation and the ablation study, we use KITTI Scene Flow Training as test set, since it provides ground-truth labels for disparity and scene flow for 200 images.

After training on KITTI Split in a self-supervised manner, we optionally fine-tune our model using KITTI Scene Flow Training [36, 37] to see how much accuracy gain can be obtained from annotated data. We fine-tune our model in a semi-supervised setting by combining a supervised loss with our self-supervised loss (see below for details).

Additionally for evaluating monocular depth accuracy, we also use the Eigen Split [8] by excluding 28 scenes that the 697 test sequences cover, splitting into 20 120 training sequences and 1338 validation sequences.

Data augmentation. We adopt photometric augmentations with random gamma, brightness, and color changes. As discussed in Sec. 3.5, we use geometric augmentations consisting of horizontal flips [26, 27, 28, 53], random scales, random cropping [5, 40, 64], and then resizing into 256 × 832 pixels as in previous work [27, 28, 30, 40, 60].

Self-supervised training. Our network is trained using Adam [25] with hyper-parameters β1 = 0.9 and β2 = 0.999. Our initial learning rate is 2 × 10^{-4}, and the mini-batch size is 4. We train our network for a total of 400k iterations. In every iteration, the regularization weight λ_d in Eq. (1) is dynamically determined to make the loss of the scene flow and disparity be equal in order to balance the optimization of the two joint tasks [21]. Our specific learning rate schedule, as well as details on hyper-parameter choice and data augmentation are provided in the supplementary material.

Unlike previous approaches requiring stage-wise pre-training [27, 28, 53, 64] or iterative training [30, 40, 60] of multiple CNNs due to the instability of joint training, our approach does not need any complex training strategies, but can just be trained from scratch all at once. This highlights the practicality of our method.

Semi-supervised fine-tuning. We optionally fine-tune our trained model in a semi-supervised manner by mixing the two datasets, the KITTI raw dataset [10] and KITTI Scene Flow Training [36, 37], at a ratio of 3 : 1 in each batch of 4. The latter dataset provides sparse ground truth of the disparity map of the reference image, disparity information at the

<table>
<thead>
<tr>
<th>Occ.</th>
<th>3D points</th>
<th>D1-all</th>
<th>D2-all</th>
<th>F1-all</th>
<th>SF1-all</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>33.31</td>
<td>51.33</td>
<td>24.74</td>
<td>64.05</td>
<td></td>
</tr>
<tr>
<td>✓</td>
<td>36.01</td>
<td>27.30</td>
<td>49.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>✓</td>
<td>31.25</td>
<td>34.86</td>
<td>23.49</td>
<td>47.05</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Ablation study on the loss function: based on the Basic 2D loss consisting of photometric and smoothness loss, the 3D point reconstruction loss (3D points) improves scene flow accuracy, especially when discarding occluded pixels in the loss (Occ.).

target image mapped into the reference image, as well as optical flow. We apply our self-supervised loss to all samples and a supervised loss (L_2 for optical flow, L_1 for disparity) only for the sample from KITTI Scene Flow Training after converting the scene flow into two disparity maps and optical flow. Through semi-supervised fine-tuning, the proxy loss can guide pixels that the sparse ground truth cannot supervise. Moreover, the model can be prevented from heavy over-fitting on the only 200 annotated images by leveraging more data. We train the network for 45k iterations with the learning rate starting at 4 × 10^{-5} (see supplemental).

Evaluation metric. For evaluating the scene flow accuracy, we follow the evaluation metric of KITTI Scene Flow benchmark [36, 37]. It evaluates the accuracy of the disparity for the reference frame (D1-all) and for the target image mapped into the reference frame (D2-all), as well as of the optical flow (F1-all). Each pixel that exceeds a threshold of 3 pixels or 5% w.r.t. the ground-truth disparity or optical flow is regarded as an outlier; the metric reports the outlier ratio (in %) among all pixels with available ground truth. Furthermore, if a pixel satisfies all metrics (i.e., D1-all, D2-all, and F1-all), it is regarded as valid scene flow estimate from which the outlier rate for scene flow (SF1-all) is calculated. For evaluating the depth accuracy, we follow the standard evaluation scheme introduced by Eigen et al. [8]. We assume known test-time camera intrinsics.

4.2. Ablation study

To confirm the benefit of our various contributions, we conduct ablation studies based on our full model using the KITTI split with data augmentation applied.

Proxy loss for self-supervised learning. Our proxy loss consists of three main components: (i) Basic: a basic combination of 2D photometric and smoothness losses, (ii) 3D points: the 3D point reconstruction loss for scene flow, and (iii) Occ.: whether applying the photometric and point reconstruction loss only for visible pixels or not. Table 2 shows the contribution of each loss toward the accuracy.

The 3D points loss significantly contributes to more accurate scene flow by yielding more accurate disparity on the target image (D2-all). This highlights the importance of penalizing the actual 3D Euclidean distance between two corresponding 3D points (cf. Fig. 4b), which typical loss

\(^2\)Code is available at https://github.com/visinf/self-mono-sf.
functions in 2D space (i.e. Basic loss) as in previous work [30, 60] cannot.

Taking occlusion into account consistently improves the scene flow accuracy further. The main objective of our proxy loss is to reconstruct the reference image as closely as possible, which can lead to hallucinating potentially incorrect estimates of disparity and scene flow in the occluded areas. Thus, discarding occluded pixels in the loss is critical to achieving accurate predictions.

**Single decoder vs. separate decoders.** To verify the key motivation of decomposing optical flow cost volumes into depth and scene flow using a single decoder, we compare against a model with separate decoders for each task, which follows the conventional design of other multi-task methods [5, 28, 30, 40, 60, 64]. We also prepare two baselines that estimate either monocular depth or optical flow only, to assess the capacity our modified PWC-Net for each task.

Table 3 demonstrates our ablation study on the network design. First, our model with a single decoder achieves comparable or even higher accuracy on the depth and optical flow tasks, compared to using the same network only for each individual task. We thus conclude that solving monocular scene flow using a single joint network can substitute the two individual tasks given the same amount of training resources and network capacity.

When separating the decoders, we find that the network cannot be trained stably, yielding trivial solutions for disparity. This is akin to issues observed by previous multi-task approaches, which require pre-training or iterative training for multiple CNNs [27, 28, 30, 40, 53, 60, 64]. In contrast, having a single decoder resolves the imbalance and stability problem by virtue of joint estimation. We include a more comprehensive analysis in the supplementary, gradually splitting the decoder to closely analyze its behavior.

### 4.3. Monocular scene flow

Table 4 demonstrates the comparison to existing monocular scene flow methods on KITTI Scene Flow Training. We compare against state-of-the-art multi-task CNN methods [30, 60, 61, 64] on the scene flow evaluation metric. Our model significantly outperforms these methods by a large margin, confirming our method as the most accurate monocular scene flow method using CNNs to date. For example, our method yields more than 40.1% accuracy gain for estimating the disparity on the target image (D2-all). Though the two methods, EPC [60] and EPC++ [30], do not provide scene flow accuracy numbers (SF1-all), we can conclude that our method clearly outperforms all four methods in SF1-all, since SF1-all is lower-bounded by D2-all.

Our self-supervised learning approach (Self-Mono-SF) is outperformed only by Mono-SF [3], which is a semi-supervised method using pseudo labels, semantic instance knowledge, and an additional dataset (Cityscapes [6]). However, our method runs more than two orders of magnitude faster. We also provide the accuracy of our fine-tuned model (Self-Mono-SF-ft) on the training set for reference.

Table 5 shows the comparison with stereo and monocular scene flow methods on the KITTI Scene Flow 2015 benchmark. Fig. 5 provides a visualization. Our semi-supervised fine-tuning further improves the accuracy, going toward that of Mono-SF [3], but with a more than 400× faster runtime. For further accuracy improvements, e.g. rigidity refinement [24, 28], exploiting an external dataset [6] for pre-training, or pseudo ground truth [3] can be applied on top of our self-supervised learning and semi-supervised fine-tuning pipeline without affecting run-time.

### 4.4. Monocular depth and optical flow

Finally, we provide a comparison to unsupervised multi-task CNN approaches [5, 28, 30, 40, 60, 61, 64] regarding the accuracy of depth and optical flow. We do not re-
port methods that use extra datasets (e.g., the Cityscapes dataset [6]) for pre-training or online fine-tuning [5], which is known to give an accuracy boost.

For monocular depth estimation in Table 6, our monocular scene flow method outperforms all published multi-task methods on the KITTI Split [13] and demonstrates competitive accuracy on the Eigen split [8]. Note that some of the methods [40, 61, 64] use ground truth to correctly scale their predictions at test time, which gives them an unfair advantage, but are still outperformed by ours.

For optical flow estimation in Table 6, our method demonstrates comparable accuracy to existing state-of-the-art monocular [5, 60, 61, 64] and stereo methods [26, 27], in part outperforming them.

One reason why our flow accuracy may not surpass all previous methods is that we use a 3D scene flow regularizer and not a 2D optical flow regularizer. This is consistent with our goal of estimating 3D scene flow, but it is known that using a regularizer in the target space is critical for achieving best accuracy [52]. While our choice of 3D regularizer is not ideal for optical flow estimation, its benefits manifest in 3D. For example, while we do not outperform EPC++ [30] in terms of 2D flow accuracy, we clearly surpass it in terms of scene flow accuracy (see Table 4). Consequently, our approach is not only the first CNN approach to monocular scene flow estimation that directly predicts the 3D scene flow, but also outperforms existing multi-task CNNs.

5. Conclusion

We proposed a CNN-based monocular scene flow estimation approach based on PWC-Net that predicts 3D scene flow directly. A crucial feature is our single joint decoder for depth and scene flow, which allows to overcome the limitations of existing multi-task approaches such as complex training schedules or lacking occlusion handling. We take a self-supervised approach, where our 3D loss function and occlusion reasoning significantly improve the accuracy. Moreover, we show that a suitable augmentation scheme is critical for competitive accuracy. Our model achieves state-of-the-art scene flow accuracy among un-/self-supervised monocular methods, and our semi-supervised fine-tuned model approaches the accuracy of the best monocular scene flow method to date, while being orders of magnitude faster. With competitive accuracy and real-time performance, our method provides a solid foundation for CNN-based monocular scene flow estimation as well as follow-up work.
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