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Abstract

While deep learning continues to permeate through all fields of signal processing and machine learning, a critical exploit in these frameworks exists and remains unsolved. These exploits, or adversarial examples, are a type of signal attack that can change the output class of a classifier by perturbing the stimulus signal by an imperceptible amount. The attack takes advantage of statistical irregularities within the training data, where the added perturbations can “move” the image across deep learning decision boundaries. What is even more alarming is the transferability of these attacks to different deep learning models and architectures. This means a successful attack on one model has adversarial effects on other, unrelated models.

In a general sense, adversarial attack through perturbations is not a machine learning vulnerability. Human and biological vision can also be fooled by various methods, i.e. mixing high and low frequency images together, by altering semantically related signals, or by sufficiently distorting the input signal. However, the amount and magnitude of such a distortion required to alter biological perception is at a much larger scale. In this work, we explored this gap through the lens of biology and neuroscience in order to understand the robustness exhibited in human perception. Our experiments show that by leveraging sparsity and modeling the biological mechanisms at a cellular level, we are able to mitigate the effect of adversarial alterations to the signal that have no perceptible meaning. Furthermore, we present and illustrate the effects of top-down functional processes that contribute to the inherent immunity in human perception in the context of exploiting these properties to make a more robust machine vision system.

1. Introduction

In recent years, deep learning has revolutionized nearly all machine learning fields and has been transformational to the community at large. Deep learning has shown great success in supervised learning tasks where a neural network model can be trained on a large amount of labeled training data using backpropagation and gradient descent. However, research has shown that this artificial architecture and learning mechanism can be exploited by adversarial examples. Adversarial examples are a type of signal attack that can change the output class of a classifier by perturbing the stimulus signal by an imperceptible amount. The attack takes advantage of statistical irregularities within the training data, where the added perturbations can “move” the image across deep learning decision boundaries. An illustration of attacked images with their corresponding perturbation signal can be seen in Figure 1.

In contrast to machine adversarial examples, there are examples that fool humans as seen in Figure 2. These ex-
2. Background and Related Work

2.1. Mammalian Vision

Ramón y Cajal, the founder of modern neuroscience, illustrated the pathways of mammalian retina that were fundamental in the understanding of how we perceive light. To summarize at a high level, light enters the eye through the pupil and lens and is projected to the back of the eye onto the retina, a layer of tissue that lines the back of the eye and responds to light. The retina consists of neurons and photoreceptors that perform phototransduction (translates light into action potentials e.g. “neural spikes”) that travel down the optic nerve, to the lateral geniculate nucleus (LGN), and then to the primary visual cortex in the occipital lobe of the brain.

Phototransduction, the concept of transforming light into neural spikes, is a critical first step in understanding how we process visual information. Unlike machine vision that reads and processes every pixel all at once, we instead, sample bits and parts of the world over time, yet are still able to recreate a holistic representation in our mind’s eye. This can easily be verified given that we have a blind spot where the axons of the retina cells go back through the eye, yet we do not perceive a blind spot in our vision. We can also trace the activity and pathways of various retina cells and see that information is processed at different locations at different times. As we will describe in our methodology, our model mimics the function of the retina at the cellular level. The specific cells and their functions are describe below.

Types and Functions of Retina Cells - The first cells to interact with light are the photoreceptors, rods and cones. The rods are responsible for detecting low levels of light; whereas, the cones are capable of color vision. These photoreceptors transmit information to bipolar cells, which aggregate many photoreceptors. At this point, two major pathways emerge, the ON-center and OFF-center pathways. The ON-center bipolar cell is excited e.g. depolarized, if light is strikes the receptive field of this cell, and inhibited e.g. hyperpolarized, if light shines on the surrounding area of the receptive field. In contrast, the OFF-center bipolar cell reacts in the opposite fashion. It will become depolarized when an area of darkness strikes the center of its receptive field, and hyperpolarized when light shines on the surround. [41].

The next type of cell are horizontal cells. Horizontal cells are connected laterally to many rods, cones, and bipolar cells. Their primary role is to inhibit the activity of neighboring cells. This idea of selective suppression of nearby activity is called lateral inhibition. By inhibiting signals from less illuminated photoreceptors, the horizontal cells ensure that only the signal from the well lit photoreceptors reaches the ganglion cells, thus improving the contrast and definition of the visual stimulus.

Amacrine cells are also inhibitory neurons that interact with the bipolar cells and retinal ganglion cells. These cells supplement the action of horizontal cells, but also play modulatory roles, controlling the oscillations and firing frequency of retinal cells. Finally, there are the retinal ganglion cells (RGCs). As opposed to other retina cells that pass graded responses, the ganglion cells fire electrical impulses, e.g. action potentials, down a long axon that extends back towards the cortex. The firing rate (spikes per second) corresponds to the stimulus intensity within the neuron. There are many types of ganglion cells, but we focus primarily on the midget cells, which are responsible for responding to

Habit different characteristics that rely on more semantic alterations. It is clear from this illustration that the features that the convolutional neural network (CNN) is using for classification are different than the features we humans use for object identification. Furthermore, the scale of perturbations required to alter human perception is often times orders of magnitude larger and are semantically related. In this work, we sought to answer several questions about the gap between humans and machines in perception. Specifically, what is it about biological vision that makes it so robust? What input signal does the brain actually see, i.e. what kind of processing is occurring in the retina? And then given this signal, how does the primary visual cortex process and represent this visual information? To answer these questions, we review the literature and examine the mechanisms that govern human perception.
color and contrast. These cells are connected to relatively few cones and rods (as close to a one to one ratio in the fovea) and have ON/OFF receptive fields. The midget cells relay to the parvocellular layers in the lateral geniculate nucleus.

**Lateral Geniculate Nucleus (LGN)** - Action potentials received from the RGCs represent a neural code that is relayed through the lateral geniculate nucleus (LGN). The LGN receives sensory input directly from the retinal ganglion cells along with many feedback connections from the primary visual cortex. These feedback connections exert both an excitatory and inhibitory influences on the LGN relay neurons [9].

Just as there are many types of retina cells, there are also many different types of LGN cells. We focus on the parvocellular neurons, as these are connected to the midget RGCs. Similar to the midget RGCs, the parvocellular neurons are sensitive to color and are more capable of discriminating fine details than other types of LGN cells. The LGN is also thought to spatially correlate signals by summing the signals received from the left and right eyes. The LGN projects this information to the primary visual cortex.

**Primary Visual Cortex (V1)** - Primary visual cortex, e.g. V1, is the earliest cortical visual area of the brain and has been extensively studied in the neuroscience literature. The neural representations in V1 are sparse and highly recurrent with many feedback connections. Strong evidence demonstrates that the neural code is both explicit and sparse [15] where neurons fire selectively to specific stimuli. Early research in receptive fields by Hubel and Wiesel’s [21] confirmed that individual V1 neurons can primarily be described as Gabor like edge detectors.

As also observed in the retina and LGN, lateral and feedback connections are extremely important to consider [39]. Lateral inhibition was discovered decades ago between neighboring columns in the visual cortex [7, 8]. Early visual neurons in V1 do not act as simple linear feature detectors as they do in artificial neural networks [37], instead, they transform retinal signals and integrate top-down and lateral inputs, which convey prediction, memory, attention, expectation, learning, and behavioral context. Such higher processing is fed back to V1 from cortical and subcortical sources [30]. Later in time, after approximately 100 ms of the presentation of a stimulus, neurons in V1 are also sensitive to the global organization of a scene [3]. These response properties stem from recurrent feedback processing from higher areas. Top-down feedback is also thought to transmit Bayesian inferences of forthcoming inputs into V1 to facilitate perception and reinforce the representation of rewarding stimuli in V1 [24]. Interestingly, there are many more feedback connections in the brain than there are feed-forward.

### 2.2. Fundamental Biological Concepts

The process of biological perception is immeasurably complex and not something that can we hope to replicate at this time. However, there are some clear overarching, high level concepts that seem to be fundamental to vision that we can incorporate and explore in our model.

1. **The retina is transmitting signals in a reduced capacity**. Photoreceptors perform convergence to the retinal ganglion cells at a factor of 150 million to 1.5 million; thus, communication relies on a form of compression [22]. In the context of neuroscience, it has been conjectured that this compression may be related to the existence of an efficient coding scheme, such as compressed sensing [4]. Indeed, one concept that we know is that natural stimuli, such as visual images, are sparse in some transform basis [43]. Thus, the retina can sample the world at sub-Nyquist frequencies and still recover the world.

2. **The neural representation is sparse and overcomplete**. Olshausen [33] has shown that sparsity is a desirable property as our natural environment can be described by a small number of structural primitives. Sparse codes have a high representational capacity in associative memory, far surpassing the number of input-output pairs that can be stored by a more dense code [5], and that biologically, sparse neural codes are more metabolically efficient and reduce the cost of code transmission [2].

   Neural connections in V1 reflect the overcomplete property of the brain. For example, in a cat’s V1 there are 25 times as many output fibers as there are input fibers from the LGN, and in macaque V1, the ratio is on the order of 50 to 1 [34]. These properties support a representation that is both sparse and overcomplete.

3. **Feedback is a critical component in perception**. Anil Seth, neuroscientist at the University of Sussex, says that perception is a “controlled hallucination”. We can see from the neural circuitry that lateral and top-down feedback connections play a significant role in vision. Evidence shows that feedback originating in higher-level areas such as V4, IT, or MT, with bigger and more complex receptive fields, can modify and shape V1 responses, accounting for contextual or extra-classical receptive field effects [10]. In summary, vision is a controlled mix of what we think we see and what we actually we see.

### 2.3. Background in Adversarial Examples

The underlying problem of deep learning classification is the tendency of the network to learn surface regularities in the data, and not truly learn the abstract concepts of classes and objects. This makes them easily susceptible to adversarial perturbations [23]. Shwartz and Tishby [42] show that each successive layer in a deep learning model learns to throw away the data that is not used to minimize the objective loss. The network is learning how to “forget” about
Figure 3: Overview of our biologically inspired model of perception. The input image passes through the (a) model of the retina consisting of photoreceptors, horizontal, bipolar, amacrine, and retinal ganglion cells. The ganglion cells produce two distinct spike trains corresponding to center ON and surround OFF responses. The spike trains are (b) summed and relayed in the LGN. Finally, in (c) the rate-coded spike train is sparse coded by a hierarchical visual cortex model that uses lateral inhibition and top-down feedback. Inhibitory connections are colored red, while excitatory connections are in black. The dimensions of each layer and convolutional dictionary are shown for MNist (inside dotted line) and ImageNet (outside the dotted line).

3. Methodology

Our framework models the process of perception, starting from a digital image and ending in a visual neural representation. We create an anatomically inspired model of the retina that performs phototransduction. The spike train is aggregated into a sum of spikes that are relayed via parvocellular neurons of the LGN. This signal is then converted into an overcomplete sparse representation using a trained dictionary of generators from sparse coding. The neurons at this stage respond to input stimuli in a similar way to recorded neurons in primary visual cortex. Finally, we describe a hierarchical model that enables top-down feedback to drive the lower levels of the model towards a representation that is consistent with both the input image stimulus and top-down expectations, memories, or strong priors. For our experiments and evaluations on adversarial examples, we show that our model exhibits an inherent robustness to adversarial examples that outperforms other defenses. An illustration of the full model is shown in Figure 3.

3.1. The Model of the Retina

The model of our artificial retina consists of the major cell types, e.g., photoreceptors, bipolar, horizontal, amacrine, and ganglion cells. Our architecture extends a previously described retinal model that sought to explain synchronous, stimulus-selective oscillations between retinal ganglion cells [25, 46].
Our model consists of a 128x128 array of identical local processing modules that operate over a 256x256 RGB input image. A single processing module is shown in Figure 3(a). Each module has a pixel receptive field of 2x2 patch that relays to cone photoreceptors in the outer plexiform layer. The cones are laterally inhibited by 4x horizontal cells that integrate the response over a set of cones. The cones drive the 4x biopolar cells in two pathways, the ON pathway and OFF pathway. The ON pathway is excited if the input signal is above gray (0-255, gray=128), and the OFF pathway is excited for values below 128. These cells then relay to the retinal ganglion cells with realistic stochasticity, adding an intrinsic source of noise to the model. The ganglion cells are inhibited by two sets of amacrine cells, 4x small and 4x large amacrine cells. The small amacrine cells make the ganglion cell response more transient, i.e. it enables the ganglion to respond to optimally sized small input signals, while the medium amacrine cells provide surround inhibition to the ganglion cell, providing spatial contrast. We note that the small amacrine cell is bistratified (responds to both ON and OFF signals) in order to turn off the ganglion faster and make the ganglion responses sharper.

Biologically, most of the cells in the retina can communicate through graded signals, e.g. floating point values, since minimal signal degradation occurs over short distances. However, the ganglion cells must transmit over a long optic nerve, thus requiring action potentials. The internal state of the integrate and fire cells, i.e. "membrane potential", charges up and when it exceeds a certain threshold, will activate and fire that neuron. We implement the cells of our model as leaky integrators for graded cells, or in the case of an RGB image, we can use this matrix as a weighting matrix. The final sum of spikes output is obtained by a point-wise multiplication with the weighting

\[
\dot{V}_k = -\frac{1}{\tau_k} \left[ V_k - b_k - L_k \right]
- \sum_{k'} W^{(k,k')} \cdot f(V_{k'}) \cdot W^{(k,k')}^T
\]  

Where \(\tau_k\) are the time constants, \(b_k\) are bias currents, \(L_k\) is the light input (image pixels) \(L_k = 0, k \neq 1\). The input-output relations are defined by \(f(V_{k'})\), and the weight matrices \(W^{(k,k')}\) are separable Gaussian functions computed with the distance between pre- and post-synaptic column locations in the weight matrix.

For the graded input-output relation function, we define \(f(V_{k'})\) as a piecewise linear saturation function, or, as a step function in the case of a spiking output. The resting membrane potentials, threshold criterion, refractory periods, and chemical interactions have been meticulously tuned to be consistent with biological measurements. Exact parameterizations can be found in [25].

The ON and OFF spike trains can be seen in Figure 4, and the sum of spikes can be seen later in Figure 7 (g). Our outputs results are consistent with the literature in the functions the retina. It was shown by Atick and Redlich [1] that center-surround receptive fields of retinal ganglion cells serve to decorrelate natural visual input e.g. "whitening" of the input. Experimental evidence shows that indeed there is decorrelation in the early stages of the visual pathway [16], and that it may be a necessary preprocessing step before circuitry in V1 can achieve a sparse representation [13]. Other non-spiking retinal models, Figure 7 (f) also show that in a retina output, the mean luminance energy is attenuated, spectrum is whitened and all contours are enhanced [6]. Coincidentally, the ZCA whitening operation is often used as a data preprocessing step in deep learning and convolutional neural networks [35].

3.2. The Model of the LGN

In our model, the primary purpose of the LGN is to act as a relay from the retina to primary visual cortex. However, since the LGN also serves to spatially correlate signals by summing binocular signals, our model of the LGN also sums noisy spike trains arising from the optic nerve. The ON and OFF retinal spike trains are summed over 128 ms into a matrix with the same dimensions as the input image. We can relay this rate coded matrix to the primary cortex, or in the case of an RGB image, we can use this matrix as a weighting matrix. The final sum of spikes output is obtained by a point-wise multiplication with the weighting
matrix and original image. The process can be seen in Figure 3(b).

3.3. The Model of Primary Visual Cortex

The final component of our framework is the model of the primary visual cortex as illustrated in Figure 3(c). The algorithm governing our approach to create a plausible neural representation is based upon deep sparse coding [26, 27]. Mathematically, sparse coding is a reconstruction minimization problem which can be defined as follows. In the sparse coding model, we have some input variable \( x^{(n)} \) from which we are attempting to find a latent representation \( a^{(n)} \) (we refer to as “activations”) such that \( a^{(n)} \) is sparse, e.g. contains many zeros, and we can reconstruct the original input, \( x^{(n)} \) with high fidelity. A single layer of sparse coding can be defined as,

\[
\min_{\Phi} \sum_{n=1}^{N} \min_{a^{(n)}} \frac{1}{2} \| x^{(n)} - \Phi a^{(n)} \|_2^2 + \lambda \| a^{(n)} \|_1
\]  

(2)

Where \( \Phi \) is the overcomplete dictionary, and \( \Phi a^{(n)} = \hat{x}^{(n)} \), or the reconstruction of \( x^{(n)} \). The \( \lambda \) term controls the sparsity penalty, balancing the reconstruction versus sparsity term. \( N \) is the total training set, where \( n \) is one element of training. \( \Phi \) represents a dictionary composed of small kernels that share features across the input signal.

We use the Locally Competitive Algorithm (LCA) [40] to minimize the mean-squared error in Equation 2. The LCA algorithm is a biologically informed sparse solver governed by dynamics that evolve the neuron’s membrane potential with some input stimulus. Activations of neurons in this model laterally inhibit units within the layer to prevent them from firing. The input potential to the state is proportional to how well the image matches the neuron’s dictionary element, while the inhibitory strength is proportional to the activation and the similarity of the current neuron and competing neuron’s convolutional patches, forcing the neurons to be decorrelated. The LCA model is an energy based model similar to a Hopfield network [20] where the neural dynamics can be represented by a nonlinear ordinary differential equation. Let us consider a single input signal, in our case the sum of spikes, \( ss \). We define the internal state of a particular neuron, \( m \), as \( u_m \) and the active coefficients as \( a^m = T_{\lambda}(u^m) \), where \( T \) is an activation function with threshold parameter, \( \lambda \).

The dynamics of each node is determined by the ordinary differential equation,

\[
\dot{u}^m = \frac{1}{\tau} \left[ -u^m + (\Phi^T ss) - (\Phi^T \Phi a^m - a^m) \right]  
\]  

(3)

The \(-u^m\) term is leaking the internal state, \( \tau \) is the time constant, the \((\Phi^T ss)\) term is “charging up” the the state by the inner product (match) between the dictionary element and input sum of spikes signal, and the \((\Phi^T \Phi a^m - a^m)\) term (drawn as the red recurrent connection in Figure 3(c)) represents the lateral inhibition signal from the set of active neurons proportional to the inner product between dictionary elements. The \(-a^m\) in this case is eliminating self interactions. In summary, neurons that match the input rate coded image charge up faster, then pass a threshold of activation. Once they pass the threshold, other neurons in that layer are suppressed proportional to how similar the dictionary elements are between competing neurons. This prevents the same image component from being redundantly represented by multiple nodes.

Upon further inspection, one can see that this is a generative model where the objective function is minimizing reconstruction error. The model is not learning decision boundaries and not throwing away information to maximize classification. In contrast, the goal of the network is to remember everything, not forget.

3.4. Top-down Feedback

In a recent paper from Google Brain, Elsayed et al. [14] show that adversarial examples can fool time-limited humans, but not no-limit humans. If an image is quickly presented to a human the human may make a classification mistake, but not if given unlimited time. “One possible explanation ... is that no-limit humans are fundamentally more robust to adversarial examples and achieve this robustness via top-down or lateral connections.” And this, “suggests that machine learning security research should explore the significance of these top-down or lateral connections further.”

In our neural network, we can stack sparse layers where each layer is attempting to reconstruct the previous layer’s internal state, i.e. layer \( N + 1 \) is reconstructing the membrane potential at layer \( N, u^N \). The residual, or error of reconstruction of the top layer \( r^{N+1} \), can be used as an inhibitory signal driving the mechanics of the lower layer,

\[
r^{N+1} = u^N - \Phi N+1 a^{N+1}  
\]  

(4)

such that equation of all neurons at layer \( N \) is defined as,

\[
\dot{u}^N = \frac{1}{\tau} \left[ -u^N + (\Phi^N T ss) - (\Phi^N \Phi a^N - a^N) - r^{N+1} \right]  
\]  

(5)

This inhibitory connection is illustrated as the red feedback arrows from layers V4 to V2, and from layers V2 to V1 in Figure 3 (c). This connection has the effect of inhibiting neurons at a lower layer that are not consistent with high level representations.

However, as noted in biology, feedback connections are both inhibitory and excitatory. Thus, we create excitatory feedback connections from higher levels - V4 to V2, V2 to V1, and V4 to V1, as additional drivers to a sparse coding
The "driver" is added through the error layer, altering equation 5 to,

$$\Phi^N T \Phi^{N-1} \rightarrow \Phi^N T (u^{N-1} + \lambda \Phi^N (\Phi^{N+1} a^{N+1}))$$

Thus, the sparse coding layer is not only influenced by the input from the lower layer, but also guided by the activated reconstruction of the higher layer. One important caveat is that we do not turn on excitatory top-down feedback during training ($\lambda = 0$), as we want our dictionary to learn on stimuli that it actually sees, not what it thinks it sees. To illustrate the effects of top-down feedback, we train a 2-layer (V1 and V2 only) sparse coding network using the MNist dataset. Results of reconstructions at the V1 level can be seen in Figure 5 and learned dictionary in Figure 6.

As mentioned previously, our network shares properties with Hopfield memory networks, which have been used previously to model the cerebral cortex [36]. When given excitatory feedback, the model drives the input towards canonical forms of a digit learned at higher layers in the model. Given more time to "look" at the image, the model converges closer and closer towards high-level memories stored at local minimums of the network.

In the event of ambiguous input, we can force the model to hallucinate different digits by manually activating neurons at the V2 level and increasing $\lambda = 10$. Figure 5 (4)(5) illustrates the effect of activating the "5" neurons and "8" neurons, respectively. This exemplifies the idea of "controlled hallucinations" in perception. In fact, psychology literature [38] proposes that hallucinations can be understood as top-down effects on perception, mediated by inappropriate perceptual priors.

### 4. Experiments and Results

For our experiments on adversarial examples, we randomly sample 1,000 images from the ILSVRC2012 validation image set and run them through a pretrained ResNet50 [18] classifier. This reveals the baseline accuracy of 56.0% for top-1 and a top-5 accuracy of 79.3%. Next, we attacked the images with a state-of-the-art gradient based method, Projected Gradient Descent [29]. The resulting top-1 and top-5 accuracies drop to 9.5% and 17.7%, respectively.

For adversarial defense comparisons, we use a suite of methods available from the ART toolbox [31]. The defense methods applied to the attacked images included a spatial smoothing [47], jpeg compression [11], and total variation minimization [17]. As another comparison, we present results from a parvocellular bioinspired retinal model [19]. This model was designed to be biologically inspired to perform texture analysis and enhance details which are robust against input images luminance ranges. Quantitative results are presented in in Table 1 and qualitative results can be seen in Figure 7.

Methods that do not alter the input image significantly (like JPG compression with q=75) maintain high accuracy, but provide virtually no protection against adversarial perturbations. In contrast, our retina model enhances edges and whitens the signal, and our sparse coding model denoises the image. For ImageNet, our top-down feedback does not have significant quantitative effect, but qualitatively changes the output. We will explore these effects in future research. Overall, our model performs the best against adversarial perturbations and is closest to maintaining the accuracy between the original and attacked data.
Figure 7: Qualitative examples of (b) an attacked image and the output of various protection methods. (c) Spatial smooth window of 4, (d) JPEG compression quality of 50, (e) Total variation norm of 1, (f) Parvocellular model horizontal gain of 0.001, (g) Sum of spikes from our retinal model illustrating decorrelation and edge enhancements, (h) Sum of spikes sparse coded using our cortex model, (i) Sum of spikes sparse coded with top down feedback.

<table>
<thead>
<tr>
<th>Method</th>
<th>T1</th>
<th>T5</th>
<th>AT1</th>
<th>AT5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original images</td>
<td>56.0</td>
<td>79.3</td>
<td>9.5</td>
<td>17.7</td>
</tr>
<tr>
<td>Spatial Smoothing, Xu et al. [47]</td>
<td>Smooth window = 3</td>
<td>49.7</td>
<td>70.9</td>
<td>11.6</td>
</tr>
<tr>
<td>Smooth window = 4</td>
<td>44.0</td>
<td>66.4</td>
<td>21.6</td>
<td>55.0</td>
</tr>
<tr>
<td>Smooth window = 5</td>
<td>37.1</td>
<td>59.8</td>
<td>23.2</td>
<td>53.6</td>
</tr>
<tr>
<td>JPEG Compression, Das et al. [11]</td>
<td>JPEG quality = 75</td>
<td>55.8</td>
<td>79.6</td>
<td>12.4</td>
</tr>
<tr>
<td>JPEG quality = 50</td>
<td>49.7</td>
<td>74.2</td>
<td>10.9</td>
<td>38.0</td>
</tr>
<tr>
<td>JPEG quality = 25</td>
<td>45.9</td>
<td>70.5</td>
<td>23.5</td>
<td>60.7</td>
</tr>
<tr>
<td>TV norm = 1, Guo et al. [17]</td>
<td>40.8</td>
<td>63.6</td>
<td>25.3</td>
<td>57.3</td>
</tr>
<tr>
<td>TV norm = 2</td>
<td>23.6</td>
<td>44.6</td>
<td>21.0</td>
<td>41.7</td>
</tr>
<tr>
<td>Parvocellular retina model, Herault et al. [19]</td>
<td>Horizontal gain = 0.0001</td>
<td>36.2</td>
<td>61.2</td>
<td>23.8</td>
</tr>
<tr>
<td>Horizontal gain = 0.001</td>
<td>36.0</td>
<td>61.3</td>
<td>24.0</td>
<td>53.2</td>
</tr>
<tr>
<td>Horizontal gain = 0.01</td>
<td>35.2</td>
<td>60.4</td>
<td>23.9</td>
<td>52.1</td>
</tr>
<tr>
<td>Our method</td>
<td>Retina Model Only</td>
<td>46.8</td>
<td>68.9</td>
<td>30.2</td>
</tr>
<tr>
<td>Retina &amp; Sparse Coding (SC)</td>
<td>48.8</td>
<td>70.8</td>
<td>35.4</td>
<td>67.7</td>
</tr>
<tr>
<td>Retina &amp; SC &amp; Topdown</td>
<td>48.2</td>
<td>70.2</td>
<td>35.7</td>
<td>65.4</td>
</tr>
</tbody>
</table>

Table 1: Top 1 (T1) and top 5 (T5) classification accuracy on a subset of images from the ILSVRC 2012 validation set. AT1 is top1 and AT5 is top5 accuracy on the same set of images attacked with adversarial noise.

5. Conclusion

Given our framework, model, and results, we return to the original question posed, what is it about biological vision that makes it so robust? Some researchers theorize that media equipment (like monitors or print media) do not display the perturbations with proper fidelity and thus doesn’t affect vision. Alternatively, Zhou et al. [48] suggests there are physiological limitations on human visual acuity, resolution, and sensitivity to contrast, which simply cannot match the resolving power of in silico image processing. However, from our research, we are convinced that humans do not even see most adversarial perturbations. It is not the case that we see it and somehow ignore it, but instead, it probably does not even reach the cortex. The retina samples the world over space and time, exhibits inherent stochasticity within cellular responses, and converts to an optimal spike code. Even if the perturbation reaches the cortex, the sparsity and generative properties of the brain fill in and denoise a signal, all while being modulated by lateral and top-down feedback.

We also conclude that feedback is fundamental to human perception. Lateral inhibition starts in the early stages of the retina, and top-down feedback exists everywhere in the LGN and cortex, yet is often ignored in machine learning models. Our work begins to scratch the surface on the effects of inhibitory and excitatory feedback in a hierarchical model, but more research is warranted.

In summary, we created a biologically inspired model that begins with a digital image that is processed by an artificial retina model. The retina creates a noisy spike train that is rate coded and relayed to a plausible model of the primary visual cortex that incorporates lateral and top-down feedback. Through this encoding process, we demonstrate that the resulting output is inherently immune to adversarial examples and we explain this result both biologically and mathematically. Ultimately, the goal of this work is not to be a comprehensive, new defense against adversarial attack, but rather, a work that emphasizes the benefit and need for more research on biologically inspired models of vision.
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