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Abstract

Recently, deep learning has been explored as a promising direction for image compression. Removing the spatial redundancy of the image is crucial for image compression and most learning based methods focus on removing the redundancy between adjacent pixels. Intuitively, to explore larger pixel range beyond adjacent pixel is beneficial for removing the redundancy. In this paper, we propose a fast yet effective method for end-to-end image compression by incorporating a novel spatial recurrent neural network. Block based LSTM is utilized to remove the redundant information between adjacent pixels and blocks. Besides, the proposed method is a potential efficient system that parallel computation on individual blocks is possible. Experimental results demonstrate that the proposed model outperforms state-of-the-art traditional image compression standards and learning based image compression models in terms of both PSNR and MS-SSIM metrics. It provides a 26.73% bits-saving than High Efficiency Video Coding (HEVC), which is the current official state-of-the-art video codec.

1. Introduction

Image compression is an important technique for reducing communication traffic and saving data storage. Most traditional lossy image compression standards such as JPEG [25], WebP [4] and Better Portable Graphics (BPG) [5] are based on transform coding [9] framework. In this framework, a prediction transform module is used to map image pixel into a quantized latent representation and then compress the latents by entropy coding.

Recently, the deep neural networks (DNNs) have shown their great advantages in various areas. Along with this progress of deep learning, learning based image compression models also have derived significant interests [14, 8, 19, 17, 3, 18, 10, 1, 11]. Auto-encoder is usually applied in image compression that an encoder transforms input image into a latent representation, and the decoder inversely transforms a quantized latent representation into the reconstruction of input image. The neural networks in auto-encoder approximate nonlinear functions, which can map pixels into a more compressible latent space than the linear transform used by traditional image compression standards. Another advantage of learning based image compression models is that they can be easily optimized for specific metric such as SSIM [26] and MS-SSIM [27] by changing the loss function.

Very recently, a few learning based image compression models have outperformed the state-of-the-art traditional image compression standard BPG in terms of PSNR metric [28, 13, 18, 7]. These works focus on removing the redundant information between adjacent pixels by CNN. However, in the latest developing image/video compression standards, such as Versatile Video Coding (VVC) [6], block based processing is preferred. By using the block based processing, the redundant information for both adjacent pixels and blocks can be removed through block based prediction transform [15]. Figure 1 illustrates the effective of block based methods. High correlation for adjacent pixels and blocks can be found in the region marked by blue line. In this case, both pixel based methods and block based methods are effective. However, in the red region, the pixel
based methods can barely capture the redundancy because correlation for adjacent pixels is low. By using block based methods, the similar textures can be found between adjacent blocks and the spatial redundancy can be removed effectively in this case. This demonstrates that block based methods can further improve compression performance. However, it is seldom explored in learning based image compression model.

Inspired by the latest compression standards, we propose a spatial RNN architecture for lossy image compression model. The spatial RNN architecture fully exploits spatial correlations existing in adjacent blocks through block based LSTM, which can further remove spatial redundant information. Besides, the adaptive quantization is adopted in our model where the network would learn to automatically allocate bits for the latent map according to its contents. Moreover, two hyperprior network are adopted instead of context model in proposed entropy model by considering both the performance and efficiency. Experimental results demonstrate that proposed image compression model can outperform state-of-the-art traditional compression standards BPG and other deep learning based image compression models. Moreover, proposed method is potential for parallel computing which is highly efficient.

2. Related work

Many standard codecs have been developed for lossy image compression. The most widely used lossy compression standard is JPEG. More sophisticated standards such as WebP and BPG are developed to be portable and more compression-efficient than JPEG. To our knowledge, BPG has the highest compression performance among existing lossy image compression standards.

Recently, applying neural network to image compression has attracted considerable attention. Neural network architecture for image compression are usually based on auto-encoder framework. In this framework, both recurrent neural network (RNN) [5, 24, 28] and convolution neural network (CNN) [1, 17, 2, 22, 10] based models have been developed. Toderici et al. [5] propose RNN architecture for variable-rate image compression framework which compresses a 32x32 image in a progressive manner. In [24], a general architecture for compressing full resolution image with RNN, residual scaling and a variation of gated recurrent unit (GRU) is presented. Weber et al. [28] utilize RNN based architecture for image compression and classification. Different with works [5, 24], which only focus on removing the redundant information within each block, the redundancy between adjacent blocks is explored in our block based LSTM recurrent network.

Entropy model, which approximates the distribution of discrete latent representation, improves the image compression performance significantly. Thus, recent methods have given increasing focus to entropy model to improve compression performance. Ballé et al. [3] propose to use hyperprior to effectively capture the spatial dependencies in the latent representation. They model the distribution of latent representation as a zero-mean Gaussian distribution with standard deviation \( \sigma \). A scale hyperprior is introduced to estimate the \( \sigma \) by stacking another auto-encoder on latent representation. Minnen et al. [18] further utilize the hyperprior to estimate the mean and standard deviation of learned latent representation to help removing spatial dependencies from the latents. Besides, context model is adopted in their model for achieving higher compression rate and it is the first learning based model that outperform BPG on PSNR metric. Lee et al. [13] also represent a lossy image compression with context model and a parametric model for an entropy model of hyperprior. In above works, only one hyperprior network is used to estimate the entropy parameter \( \mu \) and \( \sigma \). However, in the proposed model, we find that using two joint hyperprior networks to estimate the entropy parameter respectively can further improve compression performance. Besides, though context model can improve the performance, it is time-consuming during decoding process. Thus, context model is not included in the proposed model for achieving lower computational complexity.

3. Proposed method

3.1. Overall framework

The overall framework is shown in Figure 2, where encoder \( E \), decoder \( D \), quantization net \( Q^2 \), and hyperprior networks \( E^{h1}, D^{h1}, E^{h2}, D^{h2} \) are neural networks. The proposed method incorporates analysis and synthesis transform, adaptive quantization and entropy model. The analysis transform generates the latent representation of the raw image while the synthesis transform maps the quantized latent back to reconstructed image. Firstly, the analysis transform \( E \) maps a block of one image \( x \) to the latent representation \( \hat{z} \). It is in this module that most spatial redundancy is removed. The quantization network \( Q^2 \) generates the quantization steps \( s \) adaptively, which is then quantized to form the quantized latent \( \hat{z} = Q(z; s) \). To achieve a higher compression performance, the latent is modeled as Gaussian distribution in our entropy model and two hyperprior networks are used to estimate the entropy parameters mean \( m \) and variance \( v \) of the distribution, respectively. Encoder then uses estimated entropy parameters to compress and transmit the quantized latent representation \( \hat{z} \). It is worth noting that quantization steps \( s \), quantized hyperprior \( \hat{h}_1 \), and \( \hat{h}_2 \) are also transmitted as side information. On the decoder side, the quantization steps \( s \) is first recovered to decode the hyperprior \( \hat{h}_1 \) and \( \hat{h}_2 \). The two hyperpriors are used to estimate the entropy parameters and then the estimated entropy parameters are utilized to recover the quan-
3.2. Analysis and synthesis transform

To take full use of the adjacent blocks to reduce the dependency between the blocks, we propose the block based Long Short-Term Memory (LSTM) architecture for image compression.

The Figure 3 (a) presents the proposed individual block based RNN (BRNN) process for removing the redundancy between the adjacent sub-blocks. The input image is firstly divided into non-overlapping blocks \( \chi \). The i-th block \( \chi_i \) is then split into four sub-blocks \( \chi_i^T : \{ \chi_i^1, \chi_i^{l+1}, \chi_i^{l+2}, \chi_i^{l+3} \} \) with the size of \( h \times w \) for temporary processing. The LSTM is used to process these sub-blocks recurrently in the order of: TopLeft \( \rightarrow \) TopRight \( \rightarrow \) BottomRight \( \rightarrow \) BottomLeft. The redundancy between sub-blocks can be removed in this recurrent process since the previous sub-block is used as the reference of current sub-block. In addition to the redundancy removing, each block \( \chi_i \) is mapped to the latent representation individually, which demonstrates the potential to parallel computation for accelerating the encoding and decoding process.

Figure 3 (b) shows the highly recurrent RNN (HRNN) process to explore the redundancy removing between adjacent blocks. It is similar to the process of (a) except that there are some sub-blocks \( \chi_i^{l+1} \) take the state of previous sub-blocks \( \chi_i^{n} (0 < m < 4, 0 < n < 4) \) as input of hidden state. For example, sub-block \( \chi_i^{l+1} \) is the input of \( \chi_i^{l+1} \) which lies in the second block \( \chi_i^{l+1} \). This methods can further exploit the correlation between adjacent blocks and achieve a higher performance. However, in this method, each block can not be computed concurrently and thus it is slower than method described in (a). Based on above analysis, method (a) is adopted in our model.

Let the split sub-block \( \chi_i^T \) denotes the input, \( hid^T \) and \( c^T \) denote the hidden and cell states, respectively. After passing LSTM layer, the new hidden state \( hid^{T+1} \), cell \( c^{T+1} \) are computed as:

\[
\{ o^t, f^t, i^t, g^t \} = act(W_s \odot hid^t + W_i \odot x^t)
\]

\[
c^{T+1} = f^t \odot c^t + i^t \odot g^t
\]

\[
hid^{T+1} = o^t \odot tanh(c^t)
\]

where \( \odot \) and \( \odot \) represent the convolution and element-wise multiplication operation, \( W_i \) and \( W_s \) are the weights of convolution layer \( C_i \) and \( C_s \) for the input components and state-to-state gates, respectively. The \( o^t, f^t, i^t, g^t \) denotes the output gates, forget gates, input gates and contents gates, respectively. The \( act() \) is the activation function, which is sigmoid function for \( o^t, f^t, i^t \) and is tanh function when referred to \( g^t \).
shows the latent representation. Figure 3 shows the latent representation for each channel in a specific image. It can be seen that the low frequency latent map is usually smooth and exists larger spatial redundancy than high frequency latent map. In practice, the smooth regions usually require less coding bits. Thus, less bits are allocated to the low frequency features by applying a larger quantization step. On the contrary, the high frequency features need a smaller quantization step for achieving a better reconstruction quality. A quantization network is proposed to learn the quantization step adaptively in our model. As shown in the right side of Figure 5, the learned quantization steps are highly correlated with the latent feature maps. Fabian et al. [17] use the importance map to allocate different regions with different amounts of bits. However, we train the quantization step $s^i$ for each channel of the latent representation. The quantization step $s^i$ can be obtained by the quantization net $Q^i$:

$$s^i = Q^i(\tilde{z}^i; \theta_q)$$  \hspace{1cm} (2)

where the $\theta_q$ represents the weights of quantization network $Q^i$ as shown in Figure 6.

The quantization of the latent representation $z$ is a challenge for the end-to-end training, since the quantization operation is non-differentiable. Here we adopt Ballé’s quantization operation [2] that the additive uniform noise is added to the latent during training to replace the non-differentiable quantization. This quantization is denoted by $\hat{z}^i$. In the testing stage, actual quantization represented by $\tilde{z}^i$ is used. The equations are shown as follow:

$$\tilde{z}^i = Q(z^i, s^i) = z^i + \mu(\frac{s^i}{2}, \frac{s^i}{2})$$  \hspace{1cm} (3)

where $\mu(-\frac{s^i}{2}, \frac{s^i}{2})$ represents the uniform noise which range from $-\frac{s^i}{2}$ to $\frac{s^i}{2}$. The floor operation.

### 3.4. Advanced Multiple Correlated Hyperprior Model

To improve the efficiency and reduce the dependency of the context, we adopt the hyperprior model [3] to estimate the probability of the current element individually instead of the context-based method. Furthermore, we extend the hyperprior model by analyzing the correlation among the mean $m^i$, the variance $\sigma^i$ of Gaussian probability density model and the latent representations $z^i$. Two experiments are designed to control each variable. Firstly, we fix the variance $\sigma^i$ and quantization step $s$ of each latent representations, and derive the optimal mean $m^i$ for the latent $z^i$. Then we fix the mean $m^i$ and quantization step $s$ to derive

---

**Figure 3.** Visualization of the input-to-state and state-to-state mappings for the proposed partitions. The left shows the process of BRNN, the right shows the process of HRNN.

**Figure 4.** For LSTM in encoder side, the $k$ represents the kernel size for both state-to-state convolutional layer $C_i$ and input convolutional layer $C_s$, the $c$ represents the output channel number of the hidden cell and output cell, the channel number of $C_s$ and $C_i$ must be set to the quadruple of $c$, the $s$ represents the stride number of $C_s$. For LSTM in decoder side, the $C_i$ is set to de-convolution operation with the up-sample factor $s$. For the last convolution layer in encoder, the channel number $M$ is chosen based on the $\lambda$.

The layer details of encoder $E$ and decoder $D$ are shown in Figure 4. We denote $C_s$ as the state-to-state convolutional layer and $C_{s,i}$ is the input convolutional layer. The size of the tensor $T_s$ and $T_{s,i}$, which is the output of $C_s$ and $C_{s,i}$ separately, is $4c \times \frac{h}{2} \times \frac{w}{2}$ (where $c$ corresponds to the number of channels). After the activation operation, the tensor is split into 4 chunks which are the input of four gates, respectively. The size of each chunk is $c \times \frac{h}{2} \times \frac{w}{2}$. It should be noted that each sub-block $\chi_i^s$ shares the same weights of LSTM to ensure the invariance of the computed features. Finally, the output latents representation $Z\{z^i_t, z^{i+1}_t, z^{i+2}_t, z^{i+3}_t\}$ for each block are generated with the size of $4 \times M \times \frac{h}{16} \times \frac{w}{16}$ ($M$ represents the output channel number of the last layer in encoder).

### 3.3. Quantization

It is found that great variability exists in the latents representation across channels, which means the importance of each channel should be different. Figure 5 shows the latent map for channel in a specific image. It can be seen that the first latent map preserves the high frequency characteristic since it preserves the details of the original images. Meanwhile, the last latent map represents the low frequency information. It can also be seen that the low frequency latent map is usually smooth and exists larger spatial redundancy than high frequency latent map. In practice, the smooth regions usually require less coding bits. Thus, less bits are allocated to the low frequency features by applying a larger quantization step.
the optimal variance $\sigma^i$. The green line of Figure 7 presents the results of correlation coefficient between the $m^i$ and the $z^i$, which indicates the latent representation and mean value are highly correlated. The red line represents the correlation coefficient between the $m^i$ and the $\sigma^i$, which is less correlated than green line. Then we further analysis the correlation of $\sigma^i$ and distance $d^i = z^i - m^i$. As shown in Figure 7, the $\sigma^i$ is much more correlated with $d^i$ than $m^i$. Therefore, different with previous works on estimating the entropy parameters of Gaussian distribution, the hyperprior is split into two sub-hyperpriors, one adopts the latent representation $\hat{z}^i$ as the input to estimate the mean value, the other estimates the $\sigma^i$ based on the distance $d^i$.

We use two sub-modules $H^1$ and $H^2$, which generates mean $m^i$ and variance $v^i$ respectively to estimate the current latent value’s probability. For the Gaussian distribution model, as the quantization step $s^i$ is fixed, we can only get the max probability when $\hat{z}^i = m^i$. For $H^1$, it is taken as a data compression process same as encoder $E$ and decoder $D$, therefore we share the same LSTM weights with them to save the memory allocation and training time. For $H^2$, the distance $d(\hat{z}^i, m^i)$ between $\hat{z}^i$ and $m^i$ in element-wise is taken as the input of $H^2$ to generate the variance $v^i$. The probability mass functions can be described as:

$$
p_{\hat{z}^i}(\hat{z}^i|m^i, v^i, s^i) = (N(m^i, v^i) \ast \mu(-\frac{s^i}{2}, \frac{s^i}{2}))(\hat{z}^i) \quad (4)$$
which can be evaluated in the closed form. Note that the $s^i$, $h_1$ and $h_2$ are all transmitted in bitstreams as the side information.

### 3.5. Parallel procedure

For the algorithm implementation on hardware, the long dependency between the elements is not desirable. For the encoder side, $H^1$ can only get started when the raw sub-block $\chi^i_1$ is encoded to the latent representation $\hat{z}^i_1$, and $H^2$ can only get started when the latent representation is encoded and decoded by $H^1$ to obtain $m^i$. For the decoder side, all the blocks $\hat{x}^i$ and modules including Decoder $D$, the hyperprior decoder $D_{h_1}$ and $D_{h_2}$ can work concurrently. During the process of the arithmetic decoder, all elements can also work concurrently, since there is no dependency between them. Figure 9 shows the described parallel procedure in the decoder.

![Figure 9. The parallel procedure in decoder side. AD represents the arithmetic decoding, $D$ corresponds to Decoder, $D_{h_1}$ and $D_{h_2}$ represents the decoder of the two sub-hyperprior separately. The bits for each element module contain the side information $h_1$, $h_2$, $s^i$ and the compact representation $\hat{b}^i$. $hid^i_t$ represents the hidden states of each block.](image)

Figure 10. The RD curves of different models. The BRNN model is tested with the block size of 64×64 and 128×128, the HRNN model is tested with the block size of 64×64.

![Figure 10. The RD curves of different models.](image)

### 3.6. Loss function

The goal of image compression is to generate a latent representation with the shortest bitstream which is evaluated by the entropy of quantized latent under a given distortion. The resulting objective function is shown in Equation 5:

$$L = \lambda \cdot d + r = \lambda \cdot \mathbb{E}_{x \sim p_x} d(x, \hat{x}) + \mathbb{E}_{x \sim p_x} [-\log_2 p_\lambda(\hat{z})] + \mathbb{E}_{x \sim p_x} [-\log_2 p_{h_2}(\hat{h}_2)] + \mathbb{E}_{x \sim p_x} [-\log_2 p_{h_1}(\hat{h}_1)]$$

where $d$ is the measurement between the reconstructed block $\hat{x}$ and the original block $x$, $r$ denotes the costing of encoding $\hat{h}_1$, $\hat{h}_2$ and $\hat{z}$. The hyper-parameter $\lambda$ controls the trade-off between the distortion $d$ and the rates $r$ in the loss function during training. $\lambda$ is not a trainable variable, but a manually configured hyperparameter. It is worth noting that the rate of quantization step $s$ is not included in Equation 5. We use context-based adaptive binary arithmetic coding (CABAC) in HEVC [29] to encode the quantization step, which is more compression-efficient. Our goal is to minimize Equation 5 over the training set $\chi$ by modeling the encoder $E$, decoder $D$, quantizer net $Q^\beta$ and hyperprior $E_{h_1}$, $D_{h_1}$, $E_{h_2}$, $D_{h_2}$. In this paper, we use the mean square error (MSE) and MS-SSIM to measure the distortion.

### 4. Experiments

We use Pytorch as the training platform on NVIDIA Tian Xp with 12GB memory GPU. There are 30 thousands of images chosen from the DIV2K [23], ILSVRC2012 [21] in our training dataset. Before training, each image is cropped 128×128 pixels randomly. We use the Adam algorithm with a mini-batch size of 16 to train proposed models. The learning rate is fixed as 1e-4. The output channel number M of encoder is set to the integral multiple of 32, varying from 32 to 256. To enable comparison with other approaches, we present our performance on Kodak PhotoCD [12] dataset.

![Figure 11. The RD curves of different hyperprior models.](image)

**4.1. Spatial RNN architecture**

In this section, different neural network architectures proposed in this paper are compared. We compare the
Highly Recurrent HRNN, BRNN, and full convolution neural network (FCNN). The architecture of FCNN is the same with proposed network except that the RNN layers are replaced with convolution layers. Figure 10 shows the rate-distortion (RD) curves of different models tested on Kodak dataset. It can be seen that HRNN achieves the best performance. It is unsurprising because HRNN can fully use the information from adjacent blocks. The BRNN also performs well and FCNN performs the worst. This demonstrates that the RNN plays an important role in our model. Besides, we find that with the increase of the block size, the performance of BRNN tends to getting worse. This may mean that appropriate block size is important for image compression and we set block size as 128 in our model.

The Table 1 shows the average encoding and decoding time of different models with four threads for the block module. The FCNN is the fastest architecture among these models because no recurrent structure exists in FCNN. BRNN is also fast due to the parallelization between the blocks and we find that it becomes faster with increased block size. The HRNN takes the most encoding and decoding time compared to other architectures. HRNN is slow due to the dependency between adjacent blocks that blocks should be encoded or decoded consecutively, so the parallelization between the blocks can not be implemented in HRNN.

In general, although the HRNN shows the best performance in Figure 10, we adopt the BRNN with the block size of 128 × 128 in our model by considering the efficiency in practical application.

### 4.2. Performance results

Figure 12 and 13 show the RD curves of our BRNN model in terms of PSNR and MS-SSIM metrics, respectively. The state-of-the-art image codec BPG and other deep learning based models are compared with our model. It can be seen from the results that our model not only outperforms the existing conventional state-of-the-art image codec BPG, but also the other deep learning based methods.

In BRNN process, multiple threads can be applied to improve the coding efficiency because the recurrent operation is performed within each individual blocks. To simulate the multiple threads operation, we divide input images into four non-overlapping sub-images and use four GPU cards to compress the sub-images. The average decoding time is compared with Minnen’s method [3] in Table 3. As shown in Table 3, the proposed model is more efficient than Minnen [3] in decoder side.

To evaluate the improvement of our methods accurately, we compare our results with HEVC in BD-Rate metric [20]. The BD-Rate metric represents the average percent saving in bitrate between two methods, for a given objective quality. The configuration of HEVC is intra high throughput mode and is tested on HM16.14 [16] platform. As shown in Table 2, our method demonstrates 26.73% bits saving than HEVC. In Figure 14, we compare our subjective result to HEVC in low bitrate on kodim24 from Kodak. It can be seen that the output of our network has no obvious artifacts, even though our processing is block based and has no post-process filters like HEVC. The soft structures (like the texture on the wall) in our results are better preserved than HEVC. We refer to the supplementary material for further visual examples.

### 4.3. Ablation study

To verify the contribution of proposed hyperprior network and adaptive quantization network, we conduct the following ablation study. We train a image compression network with single hyperprior network, that only one sub-hyperprior network is used to estimate the mean and vari-

| Table 1. The average time of different models with different block sizes on RGB Kodak. |
|------------------|------------------|------------------|------------------|
| Codec            | BRNN(128 × 128)  | BRNN(64 × 64)    | HRNN(64 × 64)    | FCNN(128 × 128) |
| Encoding (ms)    | 8.719            | 10.304           | 27.214           | 2.519           |
| Decoding (ms)    | 7.495            | 11.355           | 34.549           | 2.541           |

![Figure 12. The RD curves of different methods for PSNR.](image1)

![Figure 13. The RD curves of different methods for MS-SSIM.](image2)
Table 2. The BD-Rate results compared with HM16.14.

<table>
<thead>
<tr>
<th>Images</th>
<th>QPISlice</th>
<th>Bits</th>
<th>PSNR</th>
<th>Bits</th>
<th>PSNR</th>
<th>BD-Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kodak</td>
<td>48</td>
<td>25594.00</td>
<td>25.79</td>
<td>159248.89</td>
<td>33.45</td>
<td>-26.73%</td>
</tr>
<tr>
<td>44</td>
<td>49815.67</td>
<td>27.58</td>
<td>219397.43</td>
<td>34.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>93788.33</td>
<td>29.59</td>
<td>275256.94</td>
<td>35.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>168263.33</td>
<td>31.90</td>
<td>324618.71</td>
<td>36.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>283362.33</td>
<td>34.43</td>
<td>366991.17</td>
<td>37.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>452545.67</td>
<td>37.19</td>
<td>390079.66</td>
<td>38.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>688151.67</td>
<td>40.07</td>
<td>568386.18</td>
<td>40.35</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The average times of different codec on RGB Kodak.

<table>
<thead>
<tr>
<th>Codecs</th>
<th>Minnen et al. [3]</th>
<th>Our Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decoding(ms)</td>
<td>78124.802</td>
<td>28.421</td>
</tr>
</tbody>
</table>

Table 2. The BD-Rate results compared with HM16.14.

5. Conclusion

In this paper, we propose a novel spatial recurrent neural network for end-to-end image compression. The block based LSTM is utilized in spatial RNN to fully exploit spatial redundancy. Both the redundancy between adjacent pixels and blocks is removed. Besides, adaptive quantization step is adopted in our model which can automatically account for the trade-off between the entropy and the distortion. By considering both the performance and efficiency, two hyperprior network are adopted to replace context model in proposed entropy model. Experimental results show that proposed methods outperform the state-of-the-art methods, such as HEVC, BPG and other learning based compression method. Results on decoding time shows that proposed method is efficient and demonstrate the effectiveness of proposed parallel system.
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