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Abstract

We propose a novel method that tracks fast moving objects, mainly non-uniform spherical, in full 6 degrees of freedom, estimating simultaneously their 3D motion trajectory, 3D pose and object appearance changes with a time step that is a fraction of the video frame exposure time. The sub-frame object localization and appearance estimation allows realistic temporal super-resolution and precise shape estimation. The method, called TbD-3D (Tracking by Deblatting in 3D) relies on a novel reconstruction algorithm which solves a piece-wise deblurring and matting problem. The 3D rotation is estimated by minimizing the reprojection error. As a second contribution, we present a new challenging dataset with fast moving objects that change their appearance and distance to the camera. High-speed camera recordings with zero lag between frame exposures were used to generate videos with different frame rates annotated with ground-truth trajectory and pose.

1. Introduction

Visual tracking encompasses a broad class of problems that have received significant interest [7, 8]. Current state-of-the-art methods employ a range of techniques, such as deep Siamese networks [9, 18] and discriminative correlation filters [20, 12]. The standard output of tracking methods is a 2D bounding box, either axis aligned or rotated. Video segmentation methods output precise segmentation masks [22, 21].

Recently, fast moving objects (FMOs) have been introduced as one of the problems in tracking [15]. Such objects are recorded as blurred streaks. They are common in sport videos and many other scenarios, such as videos of falling objects, hailstorm and flying insects, or more specialized ones, e.g. visual navigation of microrobots in a magnetic field. To avoid FMOs and the related phenomena, one can use high-speed cameras operating at high frame rates, e.g. 240 fps or more. However, this brings additional requirements on resources, such as data transfer bandwidth and storage. When capturing such objects, camera settings have to be considered a priori before video acquisition.

The blurred trace of an object encodes information about its velocity, shape and appearance. Estimating these quantities should be thus in principle possible even from more affordable cameras with 30 fps, but it is a challenging task as the problem is heavily ill-posed. As shown in [15], standard tracking methods do not perform well on FMOs.

Figure 1: Estimation of appearance, shape and 6D pose (3D position and rotation) of fast moving objects. The input video and 2D trajectories estimated by Non-Causal Tracking by Deblatting, TbD-NC [14], are processed by the proposed piece-wise deblatting that generates, with sub-frame temporal resolution, the object appearance and shape (snapshots), from which the complete 6-DOF trajectory is estimated.
For a fast moving object, a bounding box or a segmentation mask is not an adequate representation of its trajectory, as it travels a non-negligible path in a single frame. Such object may be localized more precisely, with a sub-frame accuracy.

Tracking by Deblatting (TbD) [5] was the first method to track fast moving objects by solving a joint deblurring and matting (deblatting) problem. These techniques are closer to blind deconvolution than to visual tracking methods. Non-causal post-processing proposed in [14] gives more precise and complete trajectories. The output of both above-mentioned methods is only a 2D trajectory. They assume a 2D appearance and mask of an object to stay unchanged over the duration of a frame. This is equivalent to ignoring the 3D rotation of the object, the change of its distance to camera and of appearance due to the non-uniform light field, reflections, shadows or deformations. Such simplifications are only adequate for objects with almost uniform texture and moving in a plane parallel to the camera projection plane. To date, the full nature of 3D object motion and appearance has not been considered, nor object location in 3D nor angular velocity in 3D.

In this paper we are the first to estimate continuous-time sub-frame changes in appearance of the object. While solving for the shape and appearance, we recover the 3D rotation of the object and distance to the camera (currently we are able to handle only close to spherical objects). The output of the proposed method is a continuous object pose with 6 degrees of freedom. The reconstruction pipeline is summarized in Figure 1.

We make the following contributions:

- We propose TbD-3D (Tracking by Deblatting in 3D) – the first method to reconstruct the appearance and the shape of blurred moving objects with sub-frame temporal resolution using piece-wise deblatting. We call these reconstructions snapshots (as in Figure 2).

- The method estimates continuous-time pose with 6 degrees of freedom (3D location and rotation) for non-uniform spherical objects. The rotation is estimated by a new method which minimizes the reprojection error.

- We collect and make available a new challenging dataset with fast moving objects that change their appearance and distance to the camera. High-speed camera with zero lag between frame exposures is used to generate videos with different low frame rates annotated with ground-truth trajectory and pose data.

- Sub-frame reconstruction accuracy on object deformations that occur during contact with other objects is demonstrated.

2. Related Work

Detection and tracking of fast moving objects was introduced by Rozumnyi et al. [15]. Their work was limited by several assumptions on object trajectory and appearance, such as linear trajectory parallel to the camera projection plane, uniform 2D appearance of the object, high contrast to the background and no contact of the moving object with
other objects. Some of these assumptions were relaxed in a method called Tracking by Deblatting (TbD) [5], which tracks fast moving objects by solving a deblurring problem in every frame and processing the video in a causal manner. TbD outperforms the previous approach by a wide margin, yet trajectories estimated at adjacent frames are independent and the final trajectory for the whole sequence is a set of segments. These limitations are addressed by a follow-up method – non-causal Tracking by Deblatting (TbD-NC) [14]. TbD-NC takes the output of TbD and estimates the final trajectory which is continuous over the duration of the whole sequence.

All these methods assume that the object trajectory is parallel to the camera plane and that the object appearance is static within one frame (no rotation). The appearance can change between frames, but in arbitrary fashion as a long-term appearance template is learned online. The only exception is the work of Kotera and Sroubek [6] that estimates object rotation, yet only 2D in-plane rotation is considered and the object shape is assumed to be known. The method is thus applicable only to nearly flat objects moving on a flat surface.

Deep learning has been applied to motion deblurring of videos [19, 17] and to the generation of intermediate short-exposure frames [4]. Their proposed convolutional neural networks are trained only on small blurs; blur parameters are not available as they are not directly estimated. Tracking methods that consider blurred objects in [13, 10] assume object motion that is approximately linear and relatively small compared to the object size. Alpha blending of the tracked object with the background is ignored and their output per frame is only a bounding box, which is insufficient for fast moving objects.

The tracking methods [15, 5, 14] for fast moving objects use an image formation model that is defined as

\[ I = H * F + (1 - H * M) B \]

for a single color video frame \( I \). The formation model is a mixture of two components. The first component is the object appearance \( F \) (after projection to the image plane) blurred by motion along the object trajectory, which is represented as a blur kernel \( H \). The second part is the background \( B \) attenuated by object occlusion, where \( M \), equivalent to the indicator function of \( F \), is the object shape after projection to the image plane. Following [5], the blur is simplified to a 2D convolution. The background \( B \) is estimated as a median of the last 5 frames. They assume either an almost static camera or a stabilized sequence.

The output of TbD-NC [14] is a 2D object trajectory \( C(t): [0, N] \rightarrow \mathbb{R}^2 \) in an analytical form where \( N \) is the number of frames in the video sequence. This output is then used as an input to the proposed TbD-3D method.

Figure 3: TbD-3D applied to 30 fps videos compared to images from a high-speed camera at 240 fps (marked with *). \( F \): snapshots of object appearance estimates of fast moving objects. Each row corresponds to one sub-frame instant (red dot on a green trajectory) of the input frame on the left. For visualization purposes, the masks \( M \) are inverted.

3. Method

We propose the following pipeline to reconstruct a 6DoF pose of a fast moving object:

1. From a given 2D trajectory, in our case computed by the TbD-NC algorithm [14], reconstruct sub-frame blur-free snapshots of the object by piece-wise deblatting (Section 3.1).

2. Estimate the relative distance from the object to the camera from the estimated shape mask (Section 3.2).

3. Using the assumption of a spherical object with locally constant rotation find the rotation axis and velocity by minimizing the reprojection error (Section 3.3).

An alternative method to estimate the 3D rotation of FMOs from their snapshots is a classical 3D reconstruction pipeline. We tried several reconstruction and structure-from-motion pipelines [16, 11, 2, 3] and none of them were able to deal with small objects containing few features. They do not perform well even on snapshots from a high-speed camera sequence, where the motion blur is negligible.

Tracking by Deblatting in 3D thus extends TbD and TbD-NC by using trajectories estimated by these methods to infer more attributes about the object and its motion. The core of TbD consists of two alternating optimization steps. The first step updates the object shape and appearance \( (F, M) \) while the trajectory \( H \) is fixed, and the second one updates the trajectory \( H \) while the object \( (F, M) \)
is fixed. Both steps are formulated as convex optimization problems with non-smooth terms and constraints and solved using the ADMM method [1]. While processing the video sequence, TbD maintains a long-term appearance model \( \hat{F} \) used to regularize the estimation of \( F \) in the new frame.

We have made two modifications to the TbD core steps. First, we added a new regularization term to the shape-and-appearance \((F, M)\) estimation step to facilitate shape estimation in cases when the tracked object is a ball and its shape is thus circularly symmetric. The modified optimization problem is

\[
\begin{align*}
\min_{F,M} & \frac{1}{2} \|H * F + (1 - H * M)B - I\|_2^2 \\
& + \frac{\lambda}{2} \|F - \hat{F}\|_2^2 + \alpha_F \|\nabla F\|_1 + \frac{\lambda_R}{2} \|R M - M\|_2^2,
\end{align*}
\]

s.t. \( 0 \leq F \leq M \leq 1 \), where matrix inequalities are considered element-wise. The first term is the data likelihood given by the image formation model (1). The second term constrains the solution to be close to the template \( \hat{F} \) and the third term is Total Variation that enforces piece-wise smooth object appearance. In the last, \( \lambda_R \)-weighted term, \( R \) is a linear operator that performs circular averaging, i.e. the shape mask \( M \) is forced to be rotationally symmetric.

Second, in the estimation of \( H \) we replaced the \( L^1 \) regularization of \( H \) by the constraint \( \sum_i H[i] = 1 \), which is free of weighting parameters that have to be tuned for different sequences. The modified optimization problem is then

\[
\begin{align*}
\min_H & \frac{1}{2} \|H * F + (1 - H * M)B - I\|_2^2, \\
\text{s.t.} & \ H \geq 0, \ \sum_i H[i] = 1.
\end{align*}
\]

3.1. Piece-wise Deblatting

TbD assumes that the object appearance and shape is constant during single frame exposure. In reality, the appearance changes even within a single video frame due to the object rotation and camera projection. We propose to approximately model this gradual change as a sequence of constant snapshots which we estimate. The snapshots can be used for temporal super-resolution and also to determine the intra-frame object rotation.

Suppose that the object trajectory in the form of a parametric curve \( C : [0,1] \rightarrow \mathbb{R}^2 \) has been estimated for a given video frame. We partition this curve to multiple contiguous segments \( C_i \) with their corresponding blurs denoted \( H_i \) and estimate the appearance and shape \((F_i, M_i)\) of the object at the time interval corresponding to \( C_i \). From the piece-wise constant appearance assumption, we get the formation model of the video frame \( I \) as

\[
I = \sum_i H_i * F_i + \left(1 - \sum_i H_i * M_i\right) * B.
\]
The piecewise appearance estimation is implemented in a hierarchical manner. First, we split \( C \) into two segments \( C_1 \) and \( C_2 \) (superscript denotes the hierarchy level) and solve (5) for \( F_1, F_2 \) with both templates \( F_1 = F_2 = F^0 \) where \( F^0 \) is the initial result of TbD. On the next level, we do another binary splitting of \( C_1 \) to \( C_{11}, C_{12} \) and \( C_2 \) to \( C_{21}, C_{22} \) and again solve (5) with templates set to results from the previous level, \( F_{11} = F_{12} = F_1^* \) and \( F_{21} = F_{22} = F_2^* \). This process continues until the desirable number of splitting of \( C \) is achieved. Results of this estimation process are illustrated in Figure 2.

### 3.2. 3D Trajectory

TbD-NC [14] provides a 2D part of the estimated trajectory by fitting piece-wise polynomial curves. We extend this approach to fitting piece-wise polynomial curve in 3D, where the third dimension is the object distance to the camera. We assume that the object is approximately spherical with radius \( r \), i.e. the area of mask defined as sum of all pixel values is \( \text{area}(M) = \sum_i M[i] = \pi r^2 \). The distance \( d \) is inversely proportional to the perceived object radius \( r \) and is given by

\[
d \propto \sqrt[3]{\frac{1}{\text{area}(M)}}.
\]

Note that the absolute distance can be calculated if we know camera parameters and the actual object radius. The estimated relative distances in sub-frame precision are expressed analytically by piece-wise continuous curve fitting. First, bounces are found as initially estimated in 2D trajectory and then additional bounces which are only visible in 3D are added, e.g. during motion perpendicular to the camera plane. The bounces separate the trajectory into segments and in each segment we fit a polynomial of degree up to 6. The final trajectory is a function \( T(t) : [0, N] \subset \mathbb{R} \rightarrow \mathbb{R}^3 \), \( N \) is the number of frames, defined as

\[
T(t) = \sum_{k=0}^{p_s} c_s k^k \quad t \in [t_{s-1}, t_s], s = 1..S,
\]

with \( S \) polynomials, where polynomial with index \( s \) has degree \( p_s \) and it is represented by its coefficient matrix.
\[ \bar{c}_s \in \mathbb{R}^{3, N+1} \]. Time stamps \(t_s\) split the whole sequence into intervals between 0 and \(N\), such that \(0 = t_0 < t_1 < \ldots < t_{S-1} < t_S = N\). The degree of the polynomial depends on the number of frames it is fitted to; the interpolation scheme is similar to [14].

### 3.3. Angular velocity

In the case of spherical objects, we are able to estimate their angular velocity \(\omega \in \mathbb{R}^3\). Following the standard definition in physics, \(\omega\) is a 3D vector of the rotation axis orientation whose magnitude represents the rotation angle along the axis per time unit. Let \(R_\omega\) be an operator transforming a 2D image of a ball by performing 3D rotation given by \(\omega\) of a virtual 3D representation of the ball. More specifically, if \(F_2 = R_\omega F_1\), then \(F_2\) is given by mapping the 2D image \(F_1\) to a virtual 3D sphere, rotating the sphere by \(\omega\) and projecting back on the 2D image. The error of the transformation between the two images is defined as

\[
E(F_1, F_2 | \omega) = \| R_\omega^{-1} F_1 - F_2 \|_1.
\]  
(8)

Since different parts of the ball are visible before and after rotation, the sum in eq. (8) is carried out only in some predefined region visible in both images after arbitrary considered rotation, so that errors corresponding to different rotations are mutually comparable.

Having recovered the object appearance \(F_1\) and \(F_2\) at two different video sequence timestamps \(t_1\) and \(t_2\), we can find the average angular velocity \(\omega\) between \(t_1\) and \(t_2\) as the minimizer of the transformation error \(E(F_1, F_2 | (t_2 - t_1)\omega)\). Velocity estimation from just two restored images at close timestamps is prone to errors, especially if either of the images is estimated with artifacts. We therefore state an assumption that angular velocity is locally constant in small time interval of the motion (which is physically nearly correct even in the long term if the ball is in free flight) and estimate angular velocity more robustly in a sliding-window manner from several restored images belonging to the corresponding time-window.

Let \(F_1, \ldots, F_n\) be a set of estimated ball appearances at timestamps \(t_1, \ldots, t_n\); a short time-window of the whole sequence. We estimate a single average angular velocity \(\omega\) at this time-window as follows. Let \(\omega_{ij}\) be the minimizer of the transformation error from \(F_i\) to \(F_j\) and \(S_{ij}\) inverse of the attained error (‘score’):

\[
\omega_{ij} = \arg\min_{\omega} E(F_i, F_j | (t_j - t_i)\omega),
\]  
(9)

\[
S_{ij} = \frac{1}{E(F_i, F_j | (t_j - t_i)\omega_{ij}) + \varepsilon}.
\]  
(10)

In other words, \(\omega_{ij}\) is the vote of the corresponding image pair for the true \(\omega\) and \(S_{ij}\) is the confidence of such vote. We minimize (9) by searching the discretized space of feasible angular velocities.

Simply averaging \(\omega_{ij}\) results in non-robust estimate that is sensitive to outliers. Instead we proceed with RANSAC-like approach. Based on the discretization step used in the minimization of (9), an inlier threshold \(\rho\) is defined as the maximum acceptable error in determining \(\omega\). We treat \(\omega_{ij}\)’s as hypotheses for the final estimate \(\omega\) and for each hypothesis calculate its consensus set \(C_{ij}\) as

\[
C_{ij} = \{ (k, l) : \| \omega_{kl} - \omega_{ij} \| \leq \rho \}.
\]  
(11)

The winning candidate \(\omega\) is the one with the best total score of its consensus set,

\[
(p, q) = \arg\max_{(i,j)} \sum_{(k,l) \in C_{ij}} S_{kl}.
\]  
(12)
4. Experiments

Kotera et al. [5] introduced Trajectory Intersection over Union (TIoU) to measure the accuracy of estimated trajectories, which is defined as

$$\text{TIoU}(C, C^*) = \int_t \text{IoU} \left( M_{C^*(t)}, M_{C^*}^*(t) \right) dt,$$

(14)

where $M_{C^*}^*(t)$ denotes the ground truth object mask $M^*$ placed at a 2D point on either the estimated trajectory $C$ or the ground truth trajectory $C^*$. Integral is approximated by sum, sampling time at 8 evenly-spaced instants. We extend this measure to 3D trajectories and define TIoU-3D as

$$\text{TIoU-3D}(T, T^*) = \int_t \text{IoU} \left( S_{T(t)}, S_{T^*}^*(t) \right) dt,$$

(15)

where $S_{T(t)}^*$ is a ball corresponding to the ground truth radius and located at $T(t)$, a 3D point along trajectory $T$ at time-stamp $t$. Similarly, $T^*$ is the ground truth trajectory.

4.1. TbD-3D Dataset

We created a new annotated dataset containing fast moving objects. All previous datasets with FMOs, such as FMO dataset [15] and TbD dataset [5], included only objects moving in a 2D plane parallel to the camera plane and their appearance was close to static. Ground truth 2D object location was provided, but no angular velocity.

The introduced dataset is the first dataset with non-negligible 3D object motion and with changing appearance of non-uniform fast moving objects. Objects are from a set of three balls with complex texture. The dataset is called TbD-3D and it contains nine sequences with annotated object location, pose, and size from a high-speed camera. In contrast to previous datasets, the perceived size of objects in TbD-3D dataset varies throughout the whole sequence due to depth of the scene, as shown in Figure 3.

Videos were recorded in raw format using a high-speed camera at 240 fps with exposure time 1/240s (so called 360° shutter angle – negligible lag between two frames). The dataset sequences were generated by averaging 2, 4 and 8 frames, which corresponds to real videos captured at 30, 60, 120 fps, respectively. Indoor-scene movies with 30 fps and 1/30 s shutter speed are not rare. Ground truth annotation was done on the original raw footage at 240 fps. 3D object location (2D position and radius) was annotated manually and 3D object rotation was estimated using the proposed method in Section 3.3; see Section 4.2 for details about ground-truth annotation of the object rotation.

The proposed method is evaluated on the TbD-3D dataset for all three frame-rate settings. Figure 5 shows accuracy of the estimated 6DoF object pose: 3D location...
4.2. Rotation Estimation

Calculating ground truth rotation of FMOs, even when the high-speed camera footage is available, is a challenging task. To evaluate the accuracy of the proposed method for rotation estimation (Section 3.3) when applied on high-speed footage, we captured sequences of a ball rolling on the ground along a straight trajectory of known length. The ground truth angular velocity is derived from physical properties of the rolling ball as we know its actual circumference and the distance it traverses. The estimation of rotation axis was 100× less accurate than the estimation of rotation angle. The average error between the GT and estimated rotation axis using the proposed method was 4.052 degrees, while the average error between the GT and estimated rotation angle was only 0.037 degrees, which corresponds to 1.2% relative error.

A special case appears during contact with another object in the scene. The object is deformed and modeling the object there is out of the scope of this paper. However, we can still detect such deformations as shown in Figure 6.

4.3. Applications

Temporal super-resolution is among the most interesting applications of the proposed method. First, a video free of FMOs is produced by replacing blurred objects with the estimated background. Second, a higher frame rate video is created by linear interpolation. Last, the trajectory is split into the desired number of segments and the object is blended into the sequence with its 6DoF appearance at desired snapshot time-scale, following the image formation model (1). Compared to the previous methods, which use the same appearance for all frames among one low rate trajectory, we synthesize the object at much higher temporal resolution. Videos generated using temporal super-resolution are provided in the supplementary material.

Other applications and future work include rotation estimation for tennis serves, full 3D reconstruction of the blurred object, or handling unknown non-spherical shapes.

5. Conclusion

We proposed a method for estimating up to 6DoF trajectory of fast moving objects which are severely blurred by object motion. The assumption of a non-uniform spherical object is needed, otherwise only a 3D object location is estimated. The proposed TbD-3D method achieves good results on a newly created dataset of non-uniform FMOs with significant changes of appearance and distance to the camera within the sequence or even a frame. Sub-frame appearance estimation enables us to see deformations which last shorter than the exposure duration. We showed a more precise temporal super-resolution compared to the previous methods. The dataset and implementation will be made publicly available.
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