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Abstract

Convolutional neural networks (CNNs) designed for low-dimensional regular grids will unfortunately lead to non-optimal solutions for analyzing spherical images, due to their different geometrical properties from planar images. In this paper, we generalize the grid-based CNNs to a non-Euclidean space by taking into account the geometry of spherical surfaces and propose a Spherical Graph Convolutional Network (SGCN) to encode rotation-equivariant representations. Specifically, we propose a spherical graph construction criterion showing that a graph needs to be regular by evenly covering the spherical surfaces in order to design a rotation-equivariant graph convolutional layer. For the practical case where the perfectly regular graph does not exist, we design two quantitative measures to evaluate the degree of irregularity for a spherical graph. The Geodesic ICOsahedral Pixelation (GICOPix) is adopted to construct spherical graphs with the minimum degree of irregularity compared to the current popular pixelation schemes. In addition, we design a hierarchical pooling layer to keep the rotation-equivariance, followed by a transition layer to enforce the invariance to the rotations for spherical image classification. We evaluate the proposed graph convolutional layers with different pixelation schemes in terms of equivariance errors. We also assess the effectiveness of the proposed SGCN1 in fulfilling rotation-invariance by the invariance error of the transition layers and recognizing the spherical images and 3D objects.

1. Introduction

Omnidirectional cameras generate spherical images with 360-degree view of the scenes that enable an immersive experience for users by freely adjusting their viewing orientations. Recently, omnidirectional cameras have become popular in virtual reality (VR) and augmented reality (AR) systems for applications ranging from robots [23, 27] to autonomous cars [15, 16], which results in an increasing demand for the analysis of spherical images. Convolutional neural networks (CNNs) have achieved significant improvement in analysis tasks related to planar images, e.g., image recognition [10], object detection [8], and image segmentation [9]. However, it is still challenging to generalize CNNs to analyzing spherical images defined on the non-Euclidean spheres, as distortions may be incurred when spherical images are projected onto a flat Euclidean surface to accommodate the grid-based architectures in CNNs [3].

CNNs commonly adapt to the non-Euclidean spherical images in two different ways. The first approach projects the spherical images into the planar format that can be processed directly by CNNs. Various projection methods have been studied, including the equirectangular projection (ERP) and the cube map projection [24], which lead to the inevitable projection distortions. For ERP, filter kernels are further designed for CNNs to compensate for the projection distortion [5, 26, 32]. [26] proposed to learn different kernels with variable size for each row in the projected images, however, the model size increases dramatically with the growth of image resolution. In [5, 32], the sampling location of filter kernel is changed to adapt to the distortion level. Without the guidance of rotation-equivariance, although model parameters could be reduced by sharing the kernels across all pixels, the model performance declines inevitably.

The other approaches [3, 7] extend CNNs to non-Euclidean domains to avoid the projection distortions. Although CNNs have strong capability to exploit the local translation equivariance and some works seek to capture various transformation equivariant representations of regular 2D images [20, 21, 30], they do not adapt to the 3D rotation of spherical images properly. Therefore, it is important to explore rotation-equivariance in spherical image analysis. [3] and [7] develop spherical CNNs by introducing the rotation-equivariant spherical cross-correlation in the spectral domain. However, Fourier transform is required for the
spherical correlation in each step, leading to high computational cost and significant memory overhead. [17] proposes a graph convolutional neural network for cosmological data that often come as spherical maps tailored by the Hierarchical Equal Area isoLatitude Pixelation (HEALPix). However, the irregular feature map in the HEALPix scheme still does not maintain the rotation-equivariance.

As an almost uniform discretization of the sphere, icosahedron has been adopted to represent the spherical domain. In [4, 11, 14, 29], the spherical signal is projected on the icosahedron mesh with 20 basic planar regions, which is further analyzed with the gauge-equivariant and orientation-aware CNNs. The distortion is however still large, and discontinuities between the basic planar regions need to be handled by carefully designed schemes such as the gauge transformation on the features [4] and padding [29]. Based on geodesic icosahedron with smaller distortion, [14] designs the convolution and pooling kernels of CNNs and [11] presents parameterized differential operators on the unstructured grids. Although the convolution kernel is flipped by 180 degrees when applied to the next adjacent triangle [14], the convolution kernels in [11, 14] are still anisotropy and thus not rotation equivariant.

In this paper, we propose a Spherical Graph Convolutional Network (SGCN) to encode rotation-equivariance for spherical image analysis. Specially, we develop a graph convolutional layer through exploring the isometric transformation equivariance of the graph Chebyshev polynomial filters which is isotropy, a hierarchical pooling layer to exploit the multi-scale resolutions of the spherical images and keep the rotation-equivariance, and a transition layer to calculate the rotation-invariant statistics across multiple feature maps of the hierarchical pooling layer.

To enforce rotation-equivariance in the proposed polynomial graph convolutional layer, we propose a spherical graph construction criterion based on regularity, and show that given the number of vertices, a regular graph (i.e., vertices distribute uniformly on the surface of the spherical image) is equivariant to more rotations than an irregular one. For the practical case where the perfectly regular graph does not exist, we design two quantitative measures to evaluate the degree of irregularity for a spherical graph, and empirically show that a graph construction scheme with a lower degree of irregularity will result in smaller equivariance errors of the graph convolutional layers. Further the Geodesic ICOsadhal Pixelation (GICOpix) scheme is adopted to construct the spherical graph, which empirically demonstrates to achieve a lower degree of irregularity with the least weight variance for edges and least degree variance for vertices.

To demonstrate the effectiveness of the proposed criterion, we evaluate the equivariance errors of the graph convolutional layers by different graph construction schemes. We also assess the invariance errors of the proposed transition layers for the ability of capturing rotation-invariance and recognizing the spherical images. We further employ the proposed SGCN in spherical image classification, demonstrating that SGCN outperforms the state-of-the-art models on the Spherical MNIST (S-MNIST), Spherical CIFAR-10 (S-CIFAR-10) and achieve comparable performance to the 3D models on the ModelNet40 datasets in terms of rotation invariance classification accuracy.

2. Preliminaries

We represent a spherical image as an undirected and connected graph \( G = (\mathcal{V}, \mathcal{E}, A) \), where \( \mathcal{V} \) is a set of \( |\mathcal{V}| = N \) vertices, \( \mathcal{E} \) is a set of edges, and \( A \) is a weighted adjacency matrix with each element \( a_{ij} = w(v_i, v_j) \) representing the connection weight between two vertices \( v_i \) and \( v_j \). The weight \( a_{ij} \) is zero if vertices \( v_i \) and \( v_j \) are not connected. The normalized graph Laplacian is then defined as \( L = I - D^{-1/2}AD^{-1/2} \), where \( D \in \mathbb{R}^{N \times N} \) is a diagonal degree matrix with \( D_{ii} = \sum_{j=1}^{N} a_{ij} \), and \( I \) is the identity matrix.

By recursively computing a Chebyshev polynomial to approximate the convolution kernel [6], the spectral convolution with a spherical signal \( x \) can be written as

\[
y = \sum_{k=0}^{K-1} \theta_k T_k(\bar{L})x,
\]

where \( \bar{L} = 2L/\lambda_{\max} - I \), \( \lambda_{\max} \) is the largest eigenvalue of \( L \), and \( \theta_k \) denotes the Chebyshev polynomial coefficient which is a learnable parameter. Consequently, the Chebyshev polynomial \( T_k(\bar{L}) \in \mathbb{R}^{N \times N} \) can be recursively computed through \( T_k(\bar{L}) = 2LT_{k-1}(\bar{L}) - T_{k-2}(\bar{L}) \) with \( T_0 = I \) and \( T_1 = \bar{L} \). The spectral convolution with a \( K \)-th order polynomial is \( K \)-localized, i.e., the response of a vertex to the polynomial filter only depends on all the vertex values and edge weights on a path of length \( k < K \).

It has been shown that a polynomial filter is equivariant to graph isometric transformations [13]. In the following, we give the definition of the graph isometric transformation and the graph isometric transformation equivariance.

**Definition 1. Graph isometric transformation [13].** A graph isometric transformation \( g : \mathcal{V} \to \mathcal{V} \) that preserves the distance between two adjacent vertices on the graph. The corresponding transformation operator \( L_g \) makes a permutation of signal \( x \) by preserving their neighbourhoods. It can be formally depicted as

\[
\forall v_k \in \mathcal{V}, \exists! v_j \in \mathcal{V} : [L_g x](v_k) = x(v_j),
\]

where \( L_g x \) is the transformed signal of \( x \), and \( \exists! \) indicates that there exists and only exists a vertex \( v_j \) corresponding to \( v_k \).
Definition 2. Graph isometric transformation equivariance. A graph convolutional layer is equivariant to a graph isometric transformation \( g \), if transforming the input signal by the graph isometric transformation operator \( L_g \) and then feeding the signal through the graph convolution layer results in the same response as feeding the original signal through the graph convolutional layer followed by a corresponding transformation of the resultant feature maps, i.e.,

\[
[\Phi(L_g x)](v) = [L_g(\Phi(x))](v),
\]  

where \( \Phi \) represents the graph convolutional layer, and \( x \) is the input spherical signal.

We consider a unit sphere with the radius \( r \) set to 1 in this paper. Any point \( v \) on the sphere is then uniquely defined by its longitude \( \theta \) and latitude \( \phi \), with \( -\pi \leq \theta \leq \pi \) and \( -\frac{\pi}{2} \leq \phi \leq \frac{\pi}{2} \).

Definition 3. 3D rotation group. The spherical 3D rotation group is denoted by \( SO(3) \), which is continuous. A rotation \( R \in SO(3) \) is a rigid transformation preserving the Euclidean distance and orientation, which can be represented by a \( 3 \times 3 \) matrix.

Since a vertex \( v \) on the rotated graph corresponds to the vertex \( R^{-1}v \) on the original graph, we have

\[
[L_R x](v) = x(R^{-1}v),
\]  

where \( L_R \) denotes the rotation transformation corresponding to \( R \). In this paper, we will consider a rotation subgroup \( \mathcal{R} \) of \( SO(3) \) with a finite number of elements. If a graph convolution layer is equivariant to all the rotations \( R \in \mathcal{R} \), i.e., \([\Phi(L_R x)](v) = [L_R \Phi(x)](v)\), it is then equivariant to the rotation group \( \mathcal{R} \).

3. Rotation-Equivariant Spherical GCN

Fig. 1 depicts the proposed Spherical Graph Convolutional Network (SGCN) that encodes the graph rotation-equivariance for spherical image classification.

3.1. Regularity Constrained Graph Construction

As proved in [13], the polynomial filter in a graph convolution layer is equivariant to the graph isometric transformation. Therefore, the critical criterion here is to construct the graph with a rotation group that contains the largest possible number of graph isometric transformations. In the following, we show from two simple examples that given the number of vertices, such a graph can be constructed by ensuring its regularity.

Definition 4. Graph regularity. A spherical graph is regular if its vertices are distributed uniformly on the spherical surface. In detail, two principles are considered to define graph regularity: i) the distance between any two adjacent vertices is identical, and ii) all the vertices share the same number of neighbors.

Example 1: Regular graph with six vertices. In Fig. 2(a), we illustrate an example of regular spherical graph with 6 vertices, which is constructed based on a spherical octahedron with a rotation group \( \mathcal{R}_o \) of order 24. Each rotation \( R \) in the octahedral rotation group \( \mathcal{R}_o \) is an invertible mapping of vertices in the three-dimensional Euclidean space that preserves all the relevant structure of the spherical octahedron. For simplicity, we consider a 5-point image pattern \( x \), where a vertex \( v_{t0} \) is connected with vertices \( v_{t1} \sim v_{t4} \). After an exemplary rotation \( R \in \mathcal{R}_o \), the image pattern \( x \) is transformed into \( x_R = L_R x \). As illustrated in Fig. 2(a), for all the vertices \( v_{r0} \sim v_{r4} \) in the rotated image \( x_R \), there exists and only exists a set of vertices \( v_{t0} \sim v_{t4} \) in the original image \( x \) satisfying \( x_R(v_{r{n}}) = x(v_{t{n}}), \forall n = 0, 1, ..., 4 \). The illustrated rotation \( R \) is therefore a graph isometric transformation. It can be further verified that all the 24 rotations in the octahedral rotation group \( \mathcal{R}_o \) are graph isometric transformations.

Example 2: Irregular graph with six vertices. On the contrary, if the graph is constructed irregularly, its rotation group \( \mathcal{R}' \) will have fewer elements than the octahedral rotation group \( \mathcal{R}_o \). According to the definition, an irregular spherical graph may have different distances be-
between adjacent vertices or different number of neighbors for the vertices. In Fig. 2(b), we take an irregular graph with different distances between adjacent vertices for example. Given an arbitrary vertex \( v'_{t0} \) in the rotated image \( x'_R \), there should be a vertex \( v''_{t0} \) in the original image \( x' \) that satisfies \( x'_R(v'_{t0}) = x'(v''_{t0}) \). Then, since the distance between two adjacent vertices differs from each other, for the neighbor vertices \( v'_{t1} \sim v'_{t4} \) of the vertex \( v'_{t0} \) in \( x'_R \), there will no longer exist vertices \( \forall v_1 \sim v_4 \) in \( x' \) satisfying \( x'_R(v'_{t1}) = x'(v''_{t1}), \forall n = 1,2,3,4 \).

The above two examples conclude that the vertices in a regular graph can be rotated exactly to all the other vertices to satisfy the definition of graph isometric transformation, while the vertices in an irregular graph fail to do so. In other words, for a given number of vertices, fewer graph isometric transformations will be contained in the rotation group of an irregular graph than a regular one. To accurately represent a high-resolution spherical image, the number of vertices \( N \) should be sufficiently large. A regular spherical graph constructed from the spherical polyhedron with only tens of vertices is far from enough. For a large number of finite vertices (e.g., thousands of vertices), however, it is impossible to construct a perfectly regular spherical graph. Therefore, we design two quantitative measures to evaluate the degree of irregularity for a spherical graph: the variance of edge weights \( V_1 \) and the variance of neighbor numbers \( V_2 \), as

\[
V_1 = \frac{1}{E} \sum_{i=1}^{E} (w_i - \mu_w)^2, \quad V_2 = \frac{1}{N} \sum_{i=1}^{N} |n(v_i) - \mu_n|^2, \tag{5}
\]

where \( E = |E| \) is the number of edges, \( w_i \) is the weight for the \( i \)-th edge, \( \mu_w \) is the mean value of the edge weights; while \( N = |V| \) is the number of the vertices, \( n(v_i) \) is the number of neighbors for each vertex \( v_i \), and \( \mu_n \) is the mean value of neighbor numbers. According to the graph regularity definition, we have \( V_1 = V_2 = 0 \) if the graph is regularly constructed. For irregular graphs, these two irregularity measures become larger than zero, and reveal the degree of irregularity of the constructed graph, which in turn determine the number of graph isometric transformations contained in the rotation group. Therefore, smaller values of \( V_1 \) and \( V_2 \) are preferred in the spherical graph construction to preserve a higher degree of rotation equivariance of a graph convolutional layer.

### 3.2. Rotation-Equivariant Convolutional Layer

To reduce the degree of graph irregularity, we construct in this paper the spherical graph based on the Geodesic ICOsahedral Pixelation (GICOpix). Compared with other popular pixelation schemes, such a graph is isotropic to a large extent, where the cells are minimally distorted and almost equilateral. A fine-grained binary division can even further increase the resolution of the resultant graph. As will be seen in the experiments, GICOpix can outperform the other pixelations schemes in terms of irregularity measures, equivariance errors and invariance errors.

With GICOpix, the graph is constructed by repeatedly partitioning each equilateral triangle of a simpler geodesic icosahedron into four equilateral triangles, and then projecting the new vertices onto the sphere. All the vertices of the geodesic icosahedron become the graph vertices. Each vertex has six adjacent vertices except the twelve vertices of the original icosahedron that have five neighbors. We define the spherical graph constructed based on the original icosahedron as \( G_0 \) with \( N = 12 \) vertices, and denote \( l \) as the subdivision level, i.e., the number of subdivision operation on the original icosahedron. Then, the graph constructed based on the first level \( (l = 1) \) geodesic icosahedron is \( G_1 \) with \( N = 42 \) vertices. By induction, the graph based on the \( l \)-th level geodesic icosahedron becomes \( G^*_l \) with \( N = 10 \times 2^{2l} + 2 \) vertices. We show the constructed graph of GICOpix at levels 0, 2, 4 in bottom row of Fig. 4.

The original icosahedron has a symmetry rotation group called icosahedral rotation group \( R_5 \) of order 60, which is a subgroup of \( SO(3) \). The subdivision of each equilateral triangle is performed in the same fashion. Therefore, every rotation in \( R_5 \) transforms a spherical graph \( G_l \) to itself and preserves all the relevant structure of that spherical graph, which is therefore graph isometric. Since a Chebyshev polynomial filter is equivariant to the graph isometric transformation [13], the graph convolutional layer is thus equivariant to the icosahedral rotation group \( R_5 \). In this way, we construct a rotation-equivariant graph convolutional layer.

### 3.3. Rotation-Equivariant Pooling Layer

Multi-scale features with hierarchical representations of graphs need to be considered when generalizing CNNs to graphs. For this purpose, we propose a novel graph-coarsening scheme for the proposed pixelation process. The proposed pooling operator needs to be equivariant to the rotation, which is important for constructing the rotation-invariant classification architecture.

Specifically, we coarsen the \( l \)-th level spherical graph into the \((l-1)\)-th level by maintaining the vertices of graph \( G^*_{l-1} \), as illustrated in Fig. 3. We keep the hierarchical structure of the spherical graph without changing the under-
lying rotation group. Then we show that this can result in a rotation-equivariant pooling. Let us define $V_1$ as the set of vertices of the $l$-th level spherical graph. Given a rotation $R$ applied to $l$-th level spherical signal, we have $[L_R x](v_l) = x(R^{-1} v_l), \forall v_l \in V_l$. The pooling layer $P$ keeps a coarser spherical signal as $P(x)(v_{l-1}) = x(v_{l-1}), \forall v_{l-1} \in V_{l-1}$.

Rotating the $l$-th level spherical signal and then feeding it through the pooling layer results in $[P(L_R x)](v_{l-1}) = x((R^{-1} v_{l-1})), \forall v_{l-1} \in V_{l-1}$. And feeding the $l$-th level spherical signal through the pooling layer followed by rotating the resultant feature maps gives $[L_R P(x)](v_{l-1}) = x(R^{-1}(v_{l-1})), \forall v_{l-1} \in V_{l-1}$. Thus, the pooling operation is equivariant to the rotation. Since the proposed convolutional layers are rotation equivariant at different levels, the stacks of the graph convolutional layers and the pooling layers also maintain rotation-equivariance.

In more detail, for all the feature maps $F_i^l, \forall i = 1, 2, ..., K_h$ of the $h$-th graph convolutional layer, we perform the same pooling operation. Assume that the input spherical graph is at level $l_0$. The $h$-th feature map is a spherical graph at level $l_0 - h$. For the graph pooling layer following the $h$-th graph convolutional layer, we keep all the vertices that belong to the spherical graph at the next level $l_0 - h - 1$, and the values on them are preserved.

### 3.4. Rotation-Invariant Transition Layer

By stacking graph convolutional layers and hierarchically pooling their results, we can fulfill the rotation-equivariance. After that, however, we would prefer to enforce the rotation invariance to performing classification tasks. In conventional CNNs, a stack of convolutional and pooling layers are followed by the fully-connected layers. However, the fully-connected layers are still spatial sensitive and not invariant to different rotations. Thus, a transition layer is required to extract the rotation-invariant features before the fully-connected layers.

To enforce rotation-invariance, a computationally efficient method [13] is used to perform gradient computation and back propagation. Specifically, we compute a set of graph-convolved signals $t_k = T_k(\tilde{L}) x$ using Chebyshev polynomials $T_k(\tilde{L})$ of different order $k$ with $k = 0, 1, ..., K$ for an input signal $x$. The resultant signals $t_k, k = 0, 1, ..., K$ correspond to the responses on multi-scale resolutions, all of which are equivariant to the rotation-equivariance. Then, we collect the mean $\mu_k$ and variance $\sigma_k$ on each convolved feature map $t_k$ across the vertices of the spherical graph, and output a concatenated feature vector $[\mu_0, \sigma_0, \mu_1, \sigma_1, ..., \mu_K, \sigma_K]$. The resultant features are invariant to the rotation since they are spatially agnostic to the responses of vertices in the spherical graph.

### 4. Experiments

In this section, we compare the equivariance errors of graph convolutional layers and the invariance errors of transition layers achieved by the proposed SGCN with the three pixelation schemes under various degrees of graph irregularity. We also evaluate the effectiveness of the proposed SGCN and compare it with the state-of-the-art methods in the spherical image classification tasks on the S-MNIST dataset and the S-CIFAR-10 dataset. To show the capability of the SGCN for real problems, we further demonstrate the performance comparison of 3D object classification tasks on ModelNet40 dataset. In addition, we conduct ablation studies on the roles of the hierarchical pooling layer and transition layer.

#### 4.1. Degree of Irregularity

We compare the proposed GICOPix with the two other popular pixelation schemes for the degree of graph irregularity, i.e., the Generalized Spiral Set Pixelation (GSSPix) and the Hierarchical Equal Area isoLatitude Pixelation (HEALPix), in terms of the proposed two measures.

The GSSPix is an explicit construction of almost uniformly distributed points on a sphere [22]. For $N$ points, the set cut the sphere with $N$ horizontal planes with each latitude containing one point and the successive points having approximately the same distances. The HEALPix is commonly used for cosmological data with the properties that each pixel covers the same surface area as every other pixel. And 24 pixels at the corner of the rhombus connecting two rhombus of the base rhombic dodecahedron only have seven neighboring pixels.

We illustrate the graphs constructed based on the three pixelation schemes in Fig. 4, where the proposed GICOPix scheme results in a more regular spherical graph. We also calculate the weight variance $V_1$ and degree variance $V_2$ of the spherical graphs at three different levels $L = 0, 2, 4$. As shown in Table 1, the spherical graph based on the proposed GICOPix scheme has the smallest variance at all the levels. Especially, for the weight variance $V_1$, it is smaller with one order of magnitude, which suggests that the proposed GICOPix-based spherical graph is the most regular one.

#### 4.2. Equivariance Error

To assess the proposed criterion of graph construction, we measure the equivariance error for the first spherical convolutional layer of the three implementations of the
The spherical graph of level $L = 0, 2, 4$ with the three different pixelation schemes, i.e., GSSPix, HEALPix and the proposed GICOPix.

Table 1. Quantitative measurement of the degree of irregularity with the three different pixelation schemes. $v_1$ and $v_2$ are the variances of edge weights and vertex degrees, respectively.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Level</th>
<th># of vertices</th>
<th>$V_1(1e-2)$</th>
<th>$V_2(1e-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSSPix</td>
<td>0</td>
<td>12</td>
<td>2.867</td>
<td>2.500</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>162</td>
<td>3.183</td>
<td>6.327</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2562</td>
<td>2.514</td>
<td>4.800</td>
</tr>
<tr>
<td>HEALPix</td>
<td>0</td>
<td>12</td>
<td>1.077</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>192</td>
<td>1.296</td>
<td>0.942</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3072</td>
<td>1.465</td>
<td>0.385</td>
</tr>
<tr>
<td>GICOPix</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>162</td>
<td>0.149</td>
<td>0.686</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2562</td>
<td>0.154</td>
<td>0.047</td>
</tr>
</tbody>
</table>

The spherical graph of level $L = 0, 2, 4$ with the three different pixelation schemes, i.e., GSSPix, HEALPix and the proposed GICOPix.

Table 2. Equivariance error of the first spherical graph convolutional layer with the three pixelation schemes. The SGCN based on GICOPix has the smallest equivariance error.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>GSSPix</th>
<th>HEALPix</th>
<th>GICOPix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>0.942</td>
<td>0.434</td>
<td>0.385</td>
</tr>
</tbody>
</table>

Figure 5. Illustration of the invariance error of the SGCN with the three different pixelation schemes, where the numbers besides the colorbar are the normalized Euclidean distances indicating the degree of dissimilarity of different features.

4.3. Invariance Error

We evaluate the invariance error of the transition layer to assess the ability of the proposed SGCN capturing the rotation-invariance. Specially, we select three different spherical images from the S-MNIST dataset, i.e., '0', '2', and '7', and project each image in nine different positions $\theta \in \{-1/8, 0, 1/8\}$, $\phi \in \{0, 1/8, 1/4\}$, totally yielding 27 spherical images. More details of spherical images creation will be introduced in the following section. By feeding these images into the SGCN, we obtain the features of the transition layer and evaluate the pairwise Euclidean distances in a $[27 \times 27]$ distance matrix. Ideally, the feature maps of different positions for the same spherical image should be identical, which means the three diagonal sub-matrices of the $[27 \times 27]$ distance matrix should be zero (i.e., in blue in Fig. 5).

As illustrated in Fig. 5, the GICOPix-SGCN has more similar feature maps for different positions of the same spherical image than the GSSPix-SGCN and HEALPix-SGCN. This suggests the SGCN has smaller invariance error and thus can encode the rotation-equivariance and fulfill rotation-invariance better with a more regular pixelation scheme.

4.4. S-MNIST Classification

Dataset. The S-MNIST dataset is created by placing the digits on a plane tangent to the sphere at point $(\theta, \phi)$ and projecting them on the spherical surfaces via the gnomonic projection [12, 5]. To evaluate the generalization performance of the proposed SGCN on the rotated images, we create two instances of this dataset: the non-rotated (NR) dataset and the rotated (R) ones. For the NR dataset, the tangent position is chosen randomly from a uniform distribution of spherical coordinates with the longitude $\theta \in \{-1/8, 0, 1/8\}$.
Fig. 6. ERP format examples in the S-MNIST dataset and S-CIFAR-10 dataset with \( \phi = \{ \frac{\pi}{2} , \frac{\pi}{4} , \frac{\pi}{2} \} \). The distortion of the ERP format with \( \phi = \frac{\pi}{2} \) is the largest.

\( \{ -\frac{\pi}{2}, \frac{\pi}{2} \} \), the latitude \( \phi \in \{ -\frac{\pi}{2}, \frac{\pi}{2} \} \). For the R dataset, \( \theta \in \{ -\pi, \pi \}, \phi \in \{ -\frac{\pi}{2}, \frac{\pi}{2} \} \). We show the ERP of a spherical image from the S-MNIST dataset with \( \phi = 0, \frac{\pi}{4}, \frac{\pi}{2}, \frac{\pi}{2} \) in Fig. 6.

**Experiment setup.** We benchmark our results against the S2CNNs [3], the GCNNs [12], the PDOs [11] and the SphereNet [5]. Except that the PDOs [11] have one Meshconv block, two ResBlocks, and an average pool layer and the transition layer of the SGCN has Chebyshev polynomials of the highest order 5, the architectures of all the models are the same. The network consists of two stacks of convolutional and pooling layers, followed by a fully-connected layer of ten neurons. The first stack has 32 filters, while the second has 64 filters. All the convolutional layer is followed by the ReLU activation. The order of the polynomial filter for the graph convolutional layer is set to 25. We input spherical signals at the level-4 resolution with 2562 pixels for GSSPix-SGCN and GICOPix-SGCN, 3072 pixels for HEALPix-SGCN. We train the models by the momentum optimizer with momentum 0.9 for 50 epochs with batch size 10. To avoid the overfitting, the batch normalization, weight decay rate \( 5e^{-4} \) and dropout 0.9 are adopted. The initial learning rate is 0.02 and reduced to 0.002 after 33 epochs.

**Result.** The classification performances of different models on S-MNIST are compared in Table 3. We train each model on the rotated dataset and test on the rotated dataset as well (R/R). The GICOPix-SGCN outperform all the baselines except the Spherenet [5] based on the conventional CNNs. To evaluate the ability of models in encoding rotation-equivariance, we train the proposed model and SphereNet [5] on the non-rotated dataset and test on the rotated dataset (N/R). The Spherenet [5] performs much worse, while the performance of the proposed GICOPix-SGCN performs the best with only a slight decrease (Dec.) in performance compared to R/R.

We also compare the performances of the three different pixelation schemes with the same network, i.e., the GSSPix-SGCN, the HEALPix-SGCN, and the GICOPix-SGCN. In the R/R and N/R settings, the proposed GICOPix-SGCN outperforms the SGCNs based on the other two schemes with a significant performance gain, especially for the N/R setting. We attribute the success of the GICOPix-SGCN to the ability to explore rotation-equivariance. Besides, the SGCN based on a more regular spherical graph has a better performance on rotation-invariant classification for the S-MNIST dataset.

**4.5. S-CIFAR-10 Classification**

**Dataset.** The S-CIFAR-10 dataset contains more photorealistic images than the S-MNIST dataset. We create the R and NR sets of the S-CIFAR-10 dataset in the same way as generating the S-MNIST dataset. The ERP of a spherical image from the S-CIFAR-10 dataset with \( \phi = 0, \frac{\pi}{4}, \frac{\pi}{2}, \frac{\pi}{2} \) is shown in Fig. 6

**Experiment setup.** We adopt the SphereNet [5] as our baseline model. The network of the SGCN and implementation details are the same as the S-MNIST classification task except that the learning rate is reduced to 0.01 and 0.001.

**Result.** The performances of different models on the S-CIFAR-10 dataset are compared in Table 4. The proposed GICOPix-SGCN achieve the state-of-the-art performance in both R/R and N/R settings. Especially, for the N/R setting, the proposed GICOPix-SGCN has the smallest decrease in the performance. This suggests that the proposed SGCN based on a more regular spherical graph has a stronger ability to encode rotation-equivariance and fulfill rotation-invariance, and thus performs better for the rotation-invariant classification on the S-CIFAR-10 dataset.
4.6. 3D Object Classification

**Dataset.** The ModelNet40 [28] dataset contains 40-class 3D models with 9843 training samples and 2468 testing samples. To apply the proposed SGCN in the 3D object classification task, we convert from the 3D geometries to signals on the sphere by following the method in [3, 11]. We project the 3D meshes onto a level-4 unit sphere with each mesh at the coordinate origin. First, we send a ray from the points on the sphere to the origin and record 3 channels information: the ray length from each point to the mesh and $\sin, \cos$ of the surface angle. Further, we augment the signal with another 3 channels for the convex hull of the mesh, forming 6 channels of the signal in total. Following [7], for the NR dataset, the 3D objects are rotated with random azimuthal rotations. For the R dataset, the 3D objects are rotated with arbitrary rotations randomly.

**Experiment Setup.** We benchmark our results against the 3D model, i.e., the PointNet [18], the SubVolSup MO [19], the MVCNN 12x [25], the RICNN [31], the ClusterNet [2], and the spherical CNN model, i.e., the PDOs [11] and the SphericalCNN [7]. Compared to the network of our SGCN with two stacks of convolutional layers and pooling layers, all these baseline methods have a much more complex structure and a significantly enormous number of network parameters, such as 4 blocks with one meshconv block and three ResBlocks for the PDOs [11], and 8 spherical convolutional layers for the SphericalCNN [7]. The implementation details of the SGCN are the same as the S-MNIST classification task except that the networks are trained for 100 epochs with batch size 16. The initial learning rate is 0.01 and reduced to 0.001 after 50 epochs.

**Result.** The performances of different models on ModelNet40 dataset are compared in Table 5. Compared to the 3D models which have a much more complex structure, the GICOPix-SGCN achieves comparable performance in the R/R setting and N/R setting. Compared to the spherical CNN models, the GICOPix-SGCN achieves comparable performance to the PDOs [11] and the SphericalCNN [7] in the R/R setting. The competing methods suffer a sharp drop in performance for the N/R setting with the unseen rotations presented, and the PDOs [11] perform no better than a random chance. In contrast, the GICOPix-SGCN is robust to this and still perform well. This indicates that our GICOPix-SGCN has strong applicability to real problems in 3D object classification. And the SGCN based on a more regular spherical graph has a stronger ability to explore rotation-equivariance and fulfill rotation-invariance.

4.7. Ablation Study

In Tables 3, 4 and 5, we have demonstrated the effectiveness of the proposed SGCN with a regular graph for rotation invariant classification, and the important role of the graph construction for modeling rotation-equivariance.
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