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Abstract

Recent works have made significant progress in human parsing by exploiting rich contexts. However, human parsing still faces a challenge of how to generate adaptive contextual features for the various sizes and shapes of human parts. In this work, we propose a Part-aware Context Network (PCNet), a novel and effective algorithm to deal with the challenge. PCNet mainly consists of three modules, including a part class module, a relational aggregation module, and a relational dispersion module. The part class module extracts the high-level representations of every human part from a categorical perspective. We design a relational aggregation module to capture the representative global context by mining associated semantics of human parts, which adaptively augments the context for human parts. We propose a relational dispersion module to generate the discriminative and effective local context and neglect disturbing one by making the affinity of human parts dispersed. The relational dispersion module ensures that features in the same class will be close to each other and away from those of different classes. By fusing the outputs of the relational aggregation module, the relational dispersion module and the backbone network, our PCNet generates adaptive contextual features for various sizes of human parts, improving the parsing accuracy. We achieve a new state-of-the-art segmentation performance on three challenging human parsing datasets, i.e., PASCAL-Person-Part, LIP, and CIHP.

1. Introduction

Human parsing aims at classifying every pixel in images to one of the predefined categories of parts or clothes (e.g., head, torso, etc.). It has been widely used in various challenging fields such as person re-identification [9], human behavior analysis [40], clothing style recognition and retrieval [44], clothing category classification [38]. With the rapid development of electronic commerce and online shopping, human parsing has attracted much attention [37, 42, 43, 14, 20, 22, 24, 15, 47, 31, 27]. However, it is still a challenging task to generate adaptive contextual features for different human parts, due to various sizes and shapes of human parts.

The most widely used method [25, 31, 14, 27] to solve the above problem is aggregating various contexts from predefined fixed regions. However, the semantic context represented by predefined fixed contexts cannot meet the requirement of dense prediction tasks. Another way is applying attention mechanisms [4, 41] that assigning different weights on different channels or positions. However, attention models have a major drawback that they focus on local patterns of parts and ignore the relation between parts, which restricts their capability to capture the global context. As shown in Figure 1, lower-arms, upper-arms, and upper-legs with the predefined fixed context. Fourth column: our method has better performance in extracting the three parts by the adaptive context.
paper, we propose a Part-aware Context Network (PCNet) to leverage the global and local context and adaptively generate proper contextual features for human parts with various scales and shapes.

To exploit the high-level representations of every human part, we propose a part class module which describes the overall representations of each category, as shown in Figure 2(a). Specifically, the high-level representation for one category is generated by progressively refining graph representations within the same graph structure of all human parts. Because neurons processing information reveals that neurons are adaptive processors, changing their function according to behavioral context [12] and some methods [16, 7] verified that outputs of a specific convolutional layer are guided by its kernel content. Thus, the dynamic convolution kernel with the global context is applied to the original features generated from the backbone network to adaptively generate the global features for human parts.

To alleviate the negative influence of redundant or interfering information in the global context, we develop a relational dispersion module which generates the discriminative and effective local features by applying a dynamic convolution kernel with the discriminative local context, as shown in Figure 2(b). Specifically, the discriminative local context (affinity dispersion) is generated by making the affinity of human parts dispersed and the discrimination of every human part enhanced. By measuring the similarity among the features of human parts, we can obtain the affinity coefficient of parts. The smaller coefficient indicates that the two parts have a closer relation. Then the features of the part multiply with its affinity coefficient to make the affinity disperse and itself remain unchanged, called affinity dispersion. We concatenate affinity dispersion of all human parts as a dynamic convolution kernel. The kernel applied to the original features from the backbone network generates the discriminative and effective local features for human parts.

We fuse the outputs of the relational aggregation module, the relational dispersion module and the backbone network to obtain proper contextual features for different human parts. The overall structure of our PCNet is shown in Figure 2. Extensive experiments on three popular benchmarks show that our network achieves a new state-of-the-art results consistently on three public benchmarks, PASCAL-Person-Part [5], LIP [15] and CIHP [14]. In summary, our contributions are in three folds:

1. A novel Part-aware Context Network (PCNet) is designed specially to generate adaptive contextual features for human parts with various scales and shapes.
2. The proposed PCNet consists of three modules, including a part class module exploits the high-level representations of every human part, a relational aggregation module captures representative global context, a relational dispersion module generates the discriminative and effective local context and neglects disturbing one.
3. The proposed PCNet achieves new state-of-the-art results consistently on three public human parsing benchmarks. Specifically, our method outperforms the best competitor by 3.25%, 2.63%, and 0.43% on PASCAL-Person-Part, LIP, and CIHP in terms of mIoU, respectively.

2. Related Work

Human Parsing. Many research efforts have been devoted to human parsing [42, 43, 15, 20, 22, 24, 47, 45, 31, 27]. Chen et al. [4] proposed an attention mechanism that learned to weigh the multi-scale features at each pixel location softly. Xia et al. [42] proposed HAZN for object part parsing, which adapted to the local scales of objects and parts by detection methods. However, [4, 42] ignored the relation of human parts. In this paper, our PCNet captures the global context of human parts by mining their associated semantic.

Human pose estimation and semantic part segmentation are two complementary tasks [21], in which the former provided an object-level shape prior to regularize part segments while the latter constrained the variation of pose location. Ke et al. [13] proposed Graphonomy, which incorporated hierarchical graph transfer learning upon the conventional parsing network to predict all labels. Wang et al. [39] combined neural networks with the compositional hierarchy of the human body for complete human parsing. All the above methods focus on how to capture the relation of different human parts and ignore how to generate discriminative contextual representation. Different from the above methods, our PCNet can generate a remarkable contextual representation for human parsing.

Contextual Modeling. There are two mainstreams to enhance contextual aggregation in parsing networks. One is to concatenate or sum multi-scale features to segment human parts [22, 14, 27, 10]. Liang et al. [22] proposed a contextualized convolutional neural network to integrate the cross-layer context of an image by summing features of a down-sampling process for human parsing. Gong et al. [14] and Liu et al. [27] used a pyramid pooling module to concatenate multi-scale features. The other is that [4, 11] proposed an attention model to output a weight map which weights features pixel by pixel for each scale and is shared across all the channels of the same scale. However, the kernels of all the above methods are fixed after training. D-
different from the above methods, our kernels can generate dynamically conditioned on an input.

Additionally, Ding et al. [7] proposed a shape-variant context to model the diverse shapes and scales of contexts, which greatly enhanced the modeling ability of the network. Wang et al. [36] reassembled the features inside a predefined region centered at each location via a weighted combination, where the weights were generated in a content-aware manner. Although [7, 36] have rich contexts, they cannot spotlight discriminative and effective local features. In this paper, our relational dispersion module can enhance discriminative and effective local features.

3. Part-aware Context Network

3.1. Overall Framework

The overall framework of our network, Part-aware Context Network (PCNet), is shown in Figure 2. Our backbone network is ResNet-101 [17] (pre-trained on ImageNet [34]). Following PSPNet [46], the classification layer and last two pooling layers are removed and the dilation rate of the convolution layers after the removed pooling layers are set to 2 and 4, respectively. Thus, the output stride of the network is set to 8. Our PCNet consists of three modules, including a part class module, a relational aggregation module, and a relational dispersion module. The part class module takes the original features of the backbone network as inputs and exploits the high-level representations for human parts from a categorical perspective. Then the outputs of the part class module and the backbone network are sent into the relational aggregation module and the relational dispersion module, respectively. The relational aggregation module adaptively generates global features depending on the associated semantics of human parts. The relational dispersion module adaptively generates discriminative local features. Finally, we aggregate the representative global features, discriminative local features and original features to obtain adaptive contextual features for human parts.

3.2. Part Class Module

The proposed part class module exploits the high-level representations of every human part from a categorical perspective. As shown in Figure 2(a), the part class module applies a channel reduction operation to original features through a $1 \times 1$ conv to reduce the channel number to obtain $M_1 \in \mathbb{R}^{N \times H \times W}$, which are learned under the supervision from the ground-truth segmentation.

In order to decrease the computation, we compress $M_1 \in \mathbb{R}^{N \times H \times W}$ to $M_2 \in \mathbb{R}^{N \times h \times w}$ by a group convolutional layer. We reshape $M_2 \in \mathbb{R}^{N \times h \times w}$ to $P \in \mathbb{R}^{N \times D}$, where $N$ is the number of categories, $D = hw$ and $D$ is the feature dimension for each category. The number of nodes $N$ typically corresponds to the number of target labels of a dataset.

3.3. Relational Aggregation Module

The relational aggregation module is proposed to adaptively generate global features by capturing high-order associated semantics among human parts. The relational aggregation module is proposed to exploit the graph representation of human parts to generate dynamic global-aware convolutional kernels. Based on the high-level representations $P \in \mathbb{R}^{N \times D}$, we leverage semantic constraints from the human body structure knowledge to evolve the global context by graph reasoning. One node denotes one category of a dataset. We introduce the connections between the human parts to encode the relation between two nodes, as...
shown in Figure 3(a). For example, head usually appears with torso so these two nodes are linked while the head node and the Lower–legs are disconnected because they have nothing related.

Following Graph Convolution [19], we perform graph propagation over representation \( P \in \mathbb{R}^{N \times D} \) of all nodes. As shown in Figure 3(b), we represent the associated semantics as a graph \( G(V, E) \), where \( V \) is the vertex set, \( E \) is the edge set. In particular, \( V \) is the human part set, \( E \) is the relation set. The adjacency matrix \( A \in \mathbb{R}^{N \times N} \) of \( G \) is defined as:

\[
A_{i,j} = \frac{\exp(r_{i,j})}{\sum_{l=1}^{m} \exp(r_{i,l})},
\]

where \( r_{i,j} \) computes the score of the semantic relation between two human parts by a function \( p \), i.e., inner product:

\[
r_{i,j} = p(v_i, v_{(i,j)}),
\]

where \( v_i \in \mathbb{R}^{1 \times D} \) is a human part, \( v_{(i,j)} \in \mathbb{R}^{1 \times D} \) is a human part directly connected to \( v_i \), \( j \in [1, 2, ..., m] \), \( m \) is the number of \( v_i \)'s neighbors. In general, \( r_{i,j} \in R \) characterizes the importance of the semantic relation between human part \( v_i \) and \( v_j \). For example, a part may have more potential interesting in the part to share inherent structures of the human body, whereas another part may be more concerned about the appearance of parts.

The next step in the \( G \) is to aggregate the human part \( v_i \) and its neighbors:

\[
\bar{A}_{i,j} = A_{i,j} + I_n,
\]

where \( I_n \) is the identity matrix. Finally, the output of the graph convolution layer is computed as:

\[
H = \sigma(\bar{A}PW),
\]

where \( W \) is a trainable parametric matrix, and \( \sigma \) is the non-linear function such as ReLU.

Following [35], we convert \( H \in \mathbb{R}^{N \times D} \) (the part-aware global context) to \( H' \in \mathbb{R}^{D \times h \times h} \) by using a learnable projection matrix. Then, \( H' \) goes through a convolutional layer to increase the channel number to \( C \), obtaining \( \theta' \in \mathbb{R}^{c_i \times h \times h} \). Note that \( c_i = C \), \( C \) is the number of channels of the original features. Following [33], here \( h=7 \) is the convolution kernel size. Following [1], we perform the following operations on \( \theta' \) to generate the convolution kernels \( \theta \in \mathbb{R}^{h \times h \times c_i \times c_o} \):

\[
\theta = U * \theta' *_c V,
\]

where * denotes the convolution operation, *_c denotes the channel-wise convolution operation, \( U \in \mathbb{R}^{1 \times 1 \times c_i \times c_o} \) and \( V \in \mathbb{R}^{1 \times 1 \times c_i \times c_i} \) are auxiliary parameters to learn for the convolution kernels.

With the convolution kernels \( \theta \), we adopt a convolutional layer, different from the traditional convolutional layer where kernel weights are generated dynamically conditioned on an input.

\[
F^r = \sigma(\theta * F),
\]

where \( F \) is the output of the backbone network, \( F^r \) is the output of the relational aggregation module.

It can be seen from the above formulation that parts with different sizes can automatically augment the representation of the context of human parts with the part relation presentation. With our design, the relational aggregation module can generate global features according to the global context.

### 3.4. Relational Dispersion Module

The global features are essential for human parsing, but it may bring the negative influence of redundant or interfering information because it is difficult for the global features to classify adjacent patches with similar appearances but different semantic labels. In order to learn the discriminative and effective local features, we propose the relational dispersion module. The module can ensure that features in the same class will lie close to each other and away from those of different classes, as shown in Figure 2(c).

In order to adaptively enhance local features, we disperse the affinity of human parts, as shown in Figure 4. Specifically, we first measure the similarity among features of human
parts. For example, the similarity of a human part $\nu_i$ and other human parts $\nu_p$ is calculated by matrix minus, which gets $a_{ip}$:

$$a_{ip} = \nu_i - \nu_p, \quad (7)$$

where $\nu_i \in R^{1 \times D}$, $\nu_p \in R^{1 \times D}$, $p \in \{1, 2, ..., N - 1\}$, and $N$ is the number of categories. Noted that the smaller $a_{ip}$ indicates that the features of the human part $\nu_i$ is more similar to the human part $\nu_p$’s, $a_{ip} \in A_i$.

Then a group convolution layer is applies to $A_i \in R^{(N - 1) \times D}$ to generate $A_{ig} \in R^{(N - 1) \times D}$. $\nu_i$ made product with $A_{ig} \in R^{(N - 1) \times D}$ to generate $S'_i \in R^{(N - 1) \times D}$. According to the original location of $\nu_i$, we put it to the $S'_i$, which generates $S_i \in R^{N \times D}$. We concatenate all the $S_i$, that is:

$$S'_i = A_{ig} \odot \nu_i, \quad B = \text{cat}\{(S_i)_{i=1}^N\}, \quad (8)$$

where $\odot$ denotes the element-wise multiplication operation, $\text{cat}(\cdot)$ denotes the concatenation function, $B$ denotes the results by concatenating $S_i$.

We apply a convolution layer on $B \in R^{N \times N \times D}$ to generate $\omega' \in R^{h \times h \times h}$, and use Eq. 5 on the $\omega'$ to generate $\omega \in R^{h \times h \times h}$. $\omega$ denotes the kernel offsets other than using grid convolution kernels. It is also known to be sensitive to parameter initialization.

5. Experiments

5.1. Datasets

PASCAL-Person-Part dataset [5], there are multiple person appearances in an unconstrained environment. Each image has 7 labels: background, head, torso, upper-arm, lower-arm, upper-leg and lower-leg. Originally, we only use the images containing human for training (1716 images) and validation (1817 images).

LIP dataset [15] contains 50,462 images in total, including 30,362 for training, 10,000 for testing and 10,000 for validation. LIP defines 19 human parts (clothes) labels, including hat, hair, sunglasses, upper-clothes, dress, coat, socks, pants, gloves, scarf, skirt, jumpsuit, face, right-arm, left-arm, right-leg, left-leg, right-shoe and left-shoe, and a background class. We use its training set to train our network and its validated set to test our network.

CIHP dataset [14] is a new large-scale benchmark for human parsing task, including 28,280 images with pixel-wise annotations on 19 semantic part labels. The images are collected from the real-world scenarios, containing persons appearing with challenging poses and viewpoints, heavy occlusions, and in a wide range of resolutions. Following the benchmark, we use 28,280 images for training, 5,000 images for validation and 5,000 images for testing.

Evaluation Metrics We evaluate the mean pixel Intersection-over-Union (mIoU) of our network in experiments on these three datasets. Additionally, we adopt mean accuracy (Mean Acc) for CIHP dataset.

5.2. Implementation Details

As for the baseline, we use the FCN-like ResNet-101 [17] (pre-trained on ImageNet [34]). Following PSPNet [46], the classification layer and last two pooling layers
Table 1. Ablation study for our network PCNet. The results are obtained on the validation set of PASCAL-Person-Part [5]. The baseline is ResNet-101. Part-class denotes our part class module. RAM denotes our relational aggregation module. RDM denotes our relational dispersion module. RAM-mult denotes that the global context H and original features from the backbone are multiplied in a channel-wise way in our relational aggregation module. RAM-conv denotes that the global context H as kernels applied to original features in our relational aggregation module. D-gcn denotes that dual graph convolution layers are applied in our relational aggregation module. T-gcn denotes that three graph convolution layers are applied in our relational aggregation module. RDM-concat denotes that the B and original features are concatenating in our relational dispersion module. RDM-conv denotes that the B as kernels applied to original features in our relational dispersion module. DA denotes data augmentation with multi-scale input during the training phase, MS denotes multi-scale testing.

<table>
<thead>
<tr>
<th>#</th>
<th>Baseline</th>
<th>Part-class (ours)</th>
<th>RAM-mult (ours)</th>
<th>RAM-conv (ours)</th>
<th>D-gcn (ours)</th>
<th>T-gcn (ours)</th>
<th>RDM-concat (ours)</th>
<th>RDM-conv (ours)</th>
<th>DA</th>
<th>MS</th>
<th>mIoU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>66.61</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>67.40</td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>68.53</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>69.41</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>70.12</td>
</tr>
<tr>
<td>6</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>70.52</td>
</tr>
<tr>
<td>7</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>71.08</td>
</tr>
<tr>
<td>8</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>72.26</td>
</tr>
<tr>
<td>9</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>73.32</td>
</tr>
<tr>
<td>10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>74.59</td>
</tr>
</tbody>
</table>

5.3. Ablation Study

We conduct all of our ablation study experiments with ResNet-101 as our backbone network and report all the performance with only single scale testing on the PASCAL-Person-Part validation set. For starters, we evaluate the performance of the baseline, as the #1 result in Table 1. It should be noted that all our experiments use auxiliary supervision.

**Ablation for the Part Class Module.** To verify the effect of the part class module, we first remove the relational aggregation module and the relational dispersion module in Figure 2. The \( P \in R^{N \times D} \) is upsampled and reshaped to \( R^{N \times H \times W} \). Then the upsampled \( P \in R^{N \times H \times W} \) and the original features from the backbone network are concatenated to get the fine segmentation result. The experiment result is shown in Table 1 (#2). This modification improves the performance to 66.61%(0.79↑) on the PASCAL-Person-Part validation set with negligible additional parameters.

**Ablation for the Relational Aggregation Module.** We further evaluate the role of the relational aggregation module. As for the relational aggregation module, we replace its convolutional layer named \( RAM - conv \) (described in Eq. 6) with channel-wise multiplication named \( RAM - mult \), the operation can be formulated as follows:

\[
F_r' = F \cdot H,
\]

where \( F \) is the outputs of the backbone network, \( F_r' \) is the outputs of the relational aggregation module. The experiment result is shown in Table 1 (#3). Compared with the experiment of baseline + partclass (#2), the #3 improves the performance of the PASCAL-Person-Part validation set from 67.40% to 68.53%, whereas the #4 with \( RAM - conv \) achieves a performance of 69.41%. Compared with the baseline, the improvement is significant. In the following experiments, we use the relational aggregation module with a convolutional layer strategy \( RAM - concat \) as default. Note that #4 and #5 apply one graph convolution layer.

are removed and the dilation rate of the convolution layers after the removed pooling layers are set to 2 and 4 respectively. Thus, the output feature is \( 8 \times 8 \) smaller than the input image if not specified. Additionally, we train the method in an end-to-end manner. The number of nodes in the relational aggregation module is set according to the number of categories of human parts, i.e., \( N = 7 \) for Pascal-Person-Part dataset, \( N = 20 \) for LIP dataset, \( N = 20 \) for CIHP dataset. The feature dimension \( D \) of each semantic node is 128. The relational aggregation module has two graph convolution layers with the ReLU activate function.

We train all the models using stochastic gradient descent (SGD) solver, momentum is 0.9 and weight decay is 0.0005. As for these three datasets (PASCAL-Person-Part, LIP and CIHP), we resize images to \( 512 \times 512, 473 \times 473, \) and \( 512 \times 512 \) as the input size, respectively; the batch sizes are 8, 12, and 8, respectively; the epochs of three datasets are 100, 120, 120, respectively. We do not use OHEM. For data augmentation, we apply the random scaling (from 0.5 to 1.5) and left-right flipping during training. In the inference process, we test images on the multi-scale to acquire a multi-scale context. All networks are trained on NVIDIA GTX TITAN X GPU with 12 GB memory.
Table 2. Detailed comparisons on PASCAL VOC with the baseline (ResNet-101) and DeepLabV3 in mIoU (%). All results are achieved with the backbone ResNet-101 and output stride 8. The FLOPs and memory are computed with the input size $512 \times 512$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Head</th>
<th>Torso</th>
<th>U-arms</th>
<th>L-arms</th>
<th>U-legs</th>
<th>L-legs</th>
<th>Background</th>
<th>mIoU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAZA [42]</td>
<td>80.76</td>
<td>60.50</td>
<td>45.65</td>
<td>43.11</td>
<td>41.21</td>
<td>37.74</td>
<td>93.78</td>
<td>57.54</td>
</tr>
<tr>
<td>LIP [15]</td>
<td>83.26</td>
<td>62.40</td>
<td>47.80</td>
<td>45.58</td>
<td>42.32</td>
<td>39.48</td>
<td>94.68</td>
<td>59.36</td>
</tr>
<tr>
<td>MMAN [31]</td>
<td>82.58</td>
<td>62.83</td>
<td>48.49</td>
<td>47.37</td>
<td>42.80</td>
<td>40.40</td>
<td>94.92</td>
<td>59.91</td>
</tr>
<tr>
<td>GraphLSTM [23]</td>
<td>82.69</td>
<td>62.68</td>
<td>46.88</td>
<td>47.71</td>
<td>48.66</td>
<td>40.93</td>
<td>94.59</td>
<td>60.61</td>
</tr>
<tr>
<td>SE LSTM [22]</td>
<td>82.89</td>
<td>67.15</td>
<td>51.42</td>
<td>48.72</td>
<td>51.72</td>
<td>45.91</td>
<td>97.18</td>
<td>63.87</td>
</tr>
<tr>
<td>Joint [43]</td>
<td>85.50</td>
<td>67.87</td>
<td>54.72</td>
<td>54.30</td>
<td>48.25</td>
<td>44.78</td>
<td>95.32</td>
<td>64.39</td>
</tr>
<tr>
<td>MnLA [32]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>65.1</td>
</tr>
<tr>
<td>PCNet (ours)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>65.90</td>
</tr>
<tr>
<td>Holistic [20]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>66.3</td>
</tr>
<tr>
<td>WSHP [8]</td>
<td>87.15</td>
<td>72.28</td>
<td>57.07</td>
<td>56.21</td>
<td>52.43</td>
<td>50.36</td>
<td>97.72</td>
<td>67.60</td>
</tr>
<tr>
<td>PGN [14]</td>
<td>90.89</td>
<td>75.12</td>
<td>55.83</td>
<td>64.61</td>
<td>55.42</td>
<td>41.47</td>
<td>95.33</td>
<td>68.40</td>
</tr>
<tr>
<td>RefineNet [26]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>68.6</td>
</tr>
<tr>
<td>Learning [39]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>70.76</td>
</tr>
<tr>
<td>Graphonomy [13]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>71.14</td>
</tr>
<tr>
<td>DPC [2]</td>
<td>88.81</td>
<td>74.54</td>
<td>63.85</td>
<td>63.73</td>
<td>57.24</td>
<td>54.55</td>
<td>96.66</td>
<td>71.34</td>
</tr>
<tr>
<td>PCNet (ours)</td>
<td>90.04</td>
<td>76.89</td>
<td>69.11</td>
<td>68.40</td>
<td>60.78</td>
<td>60.14</td>
<td>96.78</td>
<td>74.59</td>
</tr>
</tbody>
</table>

Table 3. Performance comparison in terms of mean pixel Intersection-over-Union (mIoU) (%) with the state-of-the-art methods on PASCAL-Person-Part [5].

To sufficiently propagate the global context, we employ a different number of such graph convolution. From the #4, #5 and #6 results in Table 1, we can find that three graph convolutions have the best trade-off.

**Ablation for the Relational Dispersion Module.** We also evaluate the role of the relational dispersion module. We replace the convolutional layer named $RDM - conv$ (described in Eq. 9) with the concatenation operation $RDM - concat$, the operation can be formulated as follows,

$$F^d = concat(F, B), \quad (12)$$

where $F$ is the outputs of the backbone network, $B$ is up-sampled to the size of $F$, $F^d$ is the output of the relational aggregation module. The experiment results are shown in Table 1. Compared with the experiment of #6, the #7 improves the performance of the PASCAL-Person-Part validation set from 70.52% to 71.08%, whereas the #8 achieves a performance of 72.26%. When comparing with the baseline, the improvement is significant. In the following experiments, we use the $RDM - conv$ strategy as default.

We adopt data augmentation with multi-scale input during the training phase and multi-scale testing during the testing. Our PCNet achieves a performance of 74.59%.

**Ablation for the Computation.** We thoroughly compare PCNet with two models, including DeepLabV3 and CE2P [27] on the validation set of PASCAL-Person-Part. We report mIoU, FLOPs, memory cost and parameter number in Table 2. Our PCNet achieves the best performance of 74.59% among networks with the ResNet-101 and outperforms the strong competitiveness one (CE2P) by 5.37%, which is significant due to the fact that this benchmark is very competitive. Moreover, it achieves the performance that is comparable with the method based on some larger backbones. We can see that PCNet outperforms two methods by a large margin. Moreover, PCNet is much lighter in computation and memory.

**Qualitative Comparison.** The qualitative comparison of results on PASCAL-Person-Part [5] are visualized in Figure 5. From the first row, we find that our method has better performance in extracting foreground from cluttered scenes compared with the baseline because our relational aggregation module can generate representative global features to distinguish foreground and background and our relational dispersion module discriminative local features to segment human parts. In the second row, the baseline misses some parts of a human body, and only can segment a few parts, whereas most of parts can be segmented by our network. For upper-leg and lower-leg in the last row, ours performs well on these small parts and large parts in the image compared with the baseline.
### 5.4. Comparison with the State-of-the-Art

#### Results on PASCAL-Person-Part Dataset.
We compare our method with several human parsing models including HAZA [42], LIP [15], MMAN [31], Graph LSTM [23], SE LSTM [22], Joint [43], PCNet [47], MuLA [32], Holistic [20], WSHP [8], PGN [14], RefineNet [26], Learning [39], Graphonomy [13], and DPC [2]. As shown in Table 3, we can observe that our PCNet outperforms other methods on all categories of PASCAL-Person-Part. Furthermore, our PCNet achieves state-of-the-art performance, i.e., 74.59%, and outperforms the previous best one by 3.25%.

#### Results on LIP dataset.
In this subsection, we conduct experimental testing on the LIP dataset to validate the effectiveness of our method. Following previous works [15, 31, 21, 21], data augmentation with multi-scale input and multi-scale testing are used.

We compare our method with previous networks on the validation set, which are FCN-8s [29], Attention [4], DeepLab-ASPP[3], LIP [15], MMAN [31], JPPNet [21] CE2P [27], and BraidNet [28]. As shown in Table 4, our method outperforms all priors. Our proposed framework yields 57.03% in terms of mIoU on the LIP. Compared with the best methods, ours exceeds it 2.63%.

#### Results on CIHP dataset.
The human parsing results evaluated on CIHP dataset are reported in Table 5. The previous work achieves high performance with 60.62% in mIoU this challenging dataset. Our PCNet improves the results up to 61.05%, which demonstrates its superiority and capability to take full advantage of the global features and the discriminative local features to boost the human parsing performance.

Overall, our PCNet consistently obtains promising results over different datasets, which clearly demonstrates its superior performance and strong generalization. This also distinguishes our model from several previous state-of-the-art deep human parsers, such as [15, 32, 43], since it does not use extra pose annotations during training.

### 6. Conclusion

In this work, we propose a Part-aware Context Network (PCNet), which significantly improves performance on human parsing. PCNet consists of three modules, a part class module, a relational aggregation module, and a relational dispersion module. The part class module extracts the high-level representations of every human part from the original features from a categorical perspective. Based on the outputs of the part class module and the backbone network, our relational aggregation module can capture the global features of human parts by mining their associated semantics, and our relational dispersion module can select discriminative and effective local contexts and neglect disturbing ones for one human part. Finally, extensive experiments show that our method improves the performance of the baseline models on three datasets significantly. These results on three datasets prove that our framework works well on different kinds of datasets, including a simple dataset with a small number of body parts and complex datasets with a variety of human body parts.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Mean accuracy(%)</th>
<th>mIoU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGN [14]</td>
<td>64.22</td>
<td>55.80</td>
</tr>
<tr>
<td>Graphonomy [13]</td>
<td>66.65</td>
<td>58.58</td>
</tr>
<tr>
<td>M-CE2P [27]</td>
<td>-</td>
<td>59.50</td>
</tr>
<tr>
<td>BraidNet [28]</td>
<td>-</td>
<td>60.62</td>
</tr>
<tr>
<td>PCNet (ours)</td>
<td>67.05</td>
<td>61.05</td>
</tr>
</tbody>
</table>

Table 4. Performance comparison in terms of mean pixel Intersection-over-Union (mIoU) (%) with state-of-the-art methods on LIP [15].

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean accuracy(%)</th>
<th>mIoU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGN [14]</td>
<td>64.22</td>
<td>55.80</td>
</tr>
<tr>
<td>Graphonomy [13]</td>
<td>66.65</td>
<td>58.58</td>
</tr>
<tr>
<td>M-CE2P [27]</td>
<td>-</td>
<td>59.50</td>
</tr>
<tr>
<td>BraidNet [28]</td>
<td>-</td>
<td>60.62</td>
</tr>
<tr>
<td>PCNet (ours)</td>
<td>67.05</td>
<td>61.05</td>
</tr>
</tbody>
</table>

Table 5. Performance comparison in terms of mean pixel Intersection-over-Union (mIoU) (%) with state-of-the-art methods on CIHP [14].
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