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Abstract

Vision-dialog navigation posed as a new holy-grail task

in vision-language disciplinary targets at learning an agent

endowed with the capability of constant conversation for

help with natural language and navigating according to hu-

man responses. Besides the common challenges faced in

visual language navigation, vision-dialog navigation also

requires to handle well with the language intentions of a se-

ries of questions about the temporal context from dialogue

history and co-reasoning both dialogs and visual scenes. In

this paper, we propose the Cross-modal Memory Network

(CMN) for remembering and understanding the rich infor-

mation relevant to historical navigation actions. Our CMN

consists of two memory modules, the language memory

module (L-mem) and the visual memory module (V-mem).

Specifically, L-mem learns latent relationships between the

current language interaction and a dialog history by em-

ploying a multi-head attention mechanism. V-mem learns

to associate the current visual views and the cross-modal

memory about the previous navigation actions. The cross-

modal memory is generated via a vision-to-language atten-

tion and a language-to-vision attention. Benefiting from the

collaborative learning of the L-mem and the V-mem, our

CMN is able to explore the memory about the decision mak-

ing of historical navigation actions which is for the current

step. Experiments on the CVDN dataset show that our CMN

outperforms the previous state-of-the-art model by a signif-

icant margin on both seen and unseen environments. 1

1. Introduction

Powered by the recent progress in natural language pro-

cessing and visual scene understanding, vision-language

tasks such as Visual Question Answering (VQA) [3, 1, 10]

and Vision-Language Navigation (VLN) [9, 2, 23, 13] have

been extensively explored. Recent works aims at devel-

oping a cognitive agent that jointly understands the natu-

∗Corresponding Author
1Source code is publicly available at GitHub: https://github.

com/yeezhu/CMN.pytorch

Qt: Should I go into the kitchen?

At: Sorry go straight.

Cross-modal Memory

Q: Where should I begin? 

A: Take a right, go back behind the couch.

…

Q: Should I keep going straight or turn left?

A: Turn left and through the door.

QtAt{Mi,…, Mj}

Figure 1: We propose to explore the Cross-modal Memory

for vision-dialog navigation by performing co-reasoning for

the memory of language interaction and visual perception.

ral language and visual scenes. However, such an agent

is still far from being used in real-world applications (e.g.,

health care, intelligent tutoring) since it does not consider

the continuous interaction with the outer environment over

time. Specifically, the interaction in VQA is that the agent

takes a question as input, and is required to answer a sin-

gle question about a given image. The agent in VLN moves

to the goal in a 3D environment following a natural lan-

guage instruction. In contrast to the VQA and VLN, vision-

dialog navigation [31] is more challenging, where an agent

is placed in a realistic environment and is required to find

a target object by cooperating with the human using natural

language dialogue. To achieve the navigation goal (i.e., find

the target), the agent asks questions (e.g., Left or right from
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here?) to their user, saying the oracle, who knows the best

actions the navigator should take. Then the navigator makes

action according to the reply (e.g., Left into the bedroom)

from the oracle. Thomason et al. simplify the cooperative

vision-dialog navigation to the task of Navigation by Dia-

log History (NDH) where the dialogs between the navigator

and the oracle are pre-annotated. An NDH agent begins to

move given an underspecified hint, which requires a series

of dialogues to resolve. Previous work [31] resolves current

dialog based on dialog history without considering visual

information. To better understand the instruction implied

in the current dialog, the agent utilizes not only contextual

information from the previous dialogue but also historical

visually grounded information.

In this paper, we propose a Cross-modal Memory Net-

work (CMN) to exploit the agent memory about both the

linguistic interaction with the human and the visual percep-

tion from the environment in the task of NDH. The CMN

consists of two kinds of memory modules. The first mod-

ule is the language memory module (L-mem), in which the

dialogue histories between the navigator and the oracle are

utilized to resolve the question and response at the current

round. The goal of L-mem module is to give a better under-

standing of the instructions from the oracle who knows the

best next step. The second module, the vision memory mod-

ule (V-mem), aims at restoring the memory of visual scene

during navigation. The contextualized representations gen-

erated by the L-mem are used to call back the visual mem-

ory about the places where the navigator has passed. In

CMN, the L-mem and the V-mem are used collaboratively

to explore the memory about the decision making of histor-

ical navigation actions at each step, which provides a cross-

modal context for the understanding of the navigation in-

struction indicated by the current response.

Our method has the following merits: 1) Different from

the existing vision-dialog navigation method that predicts

each action individually, our CMN aims to restore the mem-

ory about the previous actions. 2) CMN learns to capture

the cross-modal correlations between the language and vi-

sual information and generalizes well to unseen environ-

ments. 3) CMN is simple yet effective to tackle the chal-

lenging task of NDH and significantly outperforms the pre-

vious state-of-the-art method on both seen and unseen envi-

ronments on the CVDN dataset.

2. Related Works

Visual Dialogue: The NDH agent is required to re-

solve the current dialog at each round based on dialog his-

tories. Our work is related to some visual dialogue meth-

ods [8, 19, 25, 29, 12, 37, 16] for visual coreference res-

olution. These works learn to resolve the current sentence

by exploring language attentions at word level or sentence

level. [19] calculates the correlation between the pronoun

words and the object labels that appeared in previous di-

alogs. [25, 16, 12] learn to contextualize the current ques-

tion based on the attention on previous dialogs. Different

from visual dialog where the dialogs share the same visual

context, the historical information about the temporal visual

views is important for the NDH agent. Our method restores

cross-modal memory about both the dialog history and pre-

vious visual scenes.

Embodied Navigation: The problem of navigating in

an embodied environment in vision and robotics has long

been studied [32, 7, 11]. Despite of extensive research,

embodied navigation problems remains challenging. A

number of simulated 3D environments have been proposed

to study navigation, such as Doom [17], AI2-THOR [18]

and House3D [36]. Recently, deep reinforcement learn-

ing [24, 20, 28] shows its advantages in robust sequential

decision making in noisy environments. Thus it is widely

applied in embodied navigation. A number of works with

deep reinforcement learning have achieve state-of-the-art

results in many navigation benchmarks. [15, 22] However,

the lack of photorealism and natural language instruction

limits the application of these environments. Armeni et al.

propose Stanford 2D-3DS [4], an embodied environment

with realistic RGB-D and semantic information input. An-

derson et al. [2] propose Room-to-Room (R2R) dataset, the

first Vision-Language Navigation (VLN) benchmark based

on real imagery [6].

The VLN task has attracted widespread attention since it

is both widely applicable and challenging. Earlier work [35]

combined model-free [24] and model-based [27] reinforce-

ment learning to solve VLN. Fried et al. propose a speaker-

follower framework for data augmentation and reasoning

in supervised learning. In addition, a concept named

“panoramic action space” is proposed to facilitate optimiza-

tion. Later work [34] has found it beneficial to combine im-

itation learning [5, 14] and reinforcement learning [24, 28].

The self-monitoring method [21] is proposed to estimate

progress made towards the goal. Researchers have identi-

fied the existence of the domain gap between training and

testing data. Unsupervised pre-exploration [34] and Envi-

ronmental dropout [30] are proposed to improve the ability

of generalization. Rich information is explored by several

self-supervised auxiliary reasoning tasks [38] to improve

the visual grounding during navigation. The challenge of

NDH task compared to VLN lies in two aspects: 1) The

language instruction of VLN clearly describes the steps nec-

essary to reach the goal while the NDH agent is given an

ambiguous hint requiring exploration and dialog to resolve.

2) The trajectory of VLN is sequential, while the NDH tra-

jectory which consists of sub-trajectories of each dialog is

hierarchical. CMN captures the hierarchical correlation be-

tween and within sub-trajectories and explores cross-modal

memory about historical actions to help better resolve the
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dialog. However, current VLN methods seek to perceive

the language and the visual scene sequentially.

Vision-Dialog Navigation: The task of Navigation by

Dialog History (NDH) was recently proposed by [31], en-

abling the smart assistants with continuous communication

and cooperation with the users via natural language and fi-

nally achieve their goal. An existing approach to this task

follows the classical sequence-to-sequence formulation, be-

ginning with the initial work introducing the task [31]. The

actions of each step are predicted independently, this ap-

proach failed to explore the relevant information about the

decision making in previous steps, and thus misled the un-

derstanding of current instruction and observation. By ex-

ploring the cross-modal memory of the agent interaction

with the human and the environment, our method improves

the navigation performance and make it explainable for the

agent decision making procedure.

3. Method

In this section, we briefly describe the Navigation by Di-

alog History (NDH) task and define the variables that will

be used in the paper in Sec. 3.1. We introduce the fea-

ture representation for language and image in Sec. 3.2. We

present the Vision Memory modules (V-mem) and the Lan-

guage Memory modules (L-mem) of the proposed Cross-

modal Memory Network (CMN) in Sec. 3.3 and Sec. 3.4.

3.1. Problem Setup

According to the NDH task, the dialogs often begin

with an underspecified, ambiguous instruction (e.g., Go

to find the table), which requires further clarification. A

dialog prompt is a tuple (S, to, p0, Gj) contains a house

scan S, a target object to to be found, a starting posi-

tion p0, and a goal region Gj . At each round of com-

munication, the navigator asks a question Q and get a re-

sponse R from the oracle, then predict the navigation ac-

tion A. Each sample of VDN consists of a repeating se-

quence < A0, Q1, R1, A1, ..., Qk, Rk, Ak > for k rounds

of interaction. For each dialog with prompt (S, to, p0, Gj),

a vision-dialog navigation instance is created for each of

0 ≤ i ≤ k. The input is a hint about the target to and a

dialog history Ht = {D1, ..., Dt−1} at the t-th round of

dialog, where Di = (Qi, Ri).
Given the problem setup, the proposed CMN for NDH

can be framed as an encoder-decoder architecture: (1) an

encoder that explores the language memory about the his-

torical communication Ht between the navigator and the or-

acle, generating contextualized representation for Dt. (2) a

decoder that first looks back to previous views of the naviga-

tor to help resolve the current dialog, and then converts the

representation enhanced by the cross-modal memory into

the navigation action space At. Fig. 2 presents an overview

of the architecture of CMN, which consists of L-mem and

V-mem module. The L-mem learns to attend relevant previ-

ous dialogs to explore context information in a given dialog

Dt = (Qt, At). The V-mem learns to recall the cross-modal

memory at the previous step for the visual perception of the

current scene.

3.2. Feature Representation

Language Features: We first embed each word in the

current dialog Dt to {wt,1, ..., wt,T } by using pre-trained

GloVe [26] embeddings, where N denotes the sum of

the number of tokens in Qt and Rt. Then a two-layer

LSTM is employed to generate a sequence of hidden states

{ht,1, ..., ht,T }. The feature of each dialog Dt is the the last

hidden state of the LSTM ht,T , denoted as dt ∈ R
L:

{ht,1, ..., ht,N} =LSTM({wt,1, ..., wt,N})
dt =ht,N

(1)

where L is the maximal length of the dialog sentence con-

tains a question and an answer. Likewise, the dialog history

Ht is embedded following Eq. 1, yielding {di}t−1

i=0
∈ R

t×L.

Image Features: For each visual frame, we use the

panoramic representation for navigation. The panoramic

view is split into image patches of 36 different views, result-

ing in panoramic features Vt,s = {vt,s,i}, vt,s,i ∈ R
2048 at

the s-th step of round t, where vt,s,i denotes the pretrained

CNN feature of the image patch at viewpoint i.

3.3. Visual Memory

We expect the navigator to make the current decision by

remembering the previous cross-modal memory about the

environment. Here we introduce V-mem to restore the pre-

vious cross-modal memory during navigation to help gen-

erate memory-aware representations for the current vision

perception. First, we used the final cross-modal encoding

evlmt,s−1
of the previous step s− 1 to attend on the panoramic

features Vt,s in step s, the resulted memory-aware features

V m
t,s depicts the correlation between previous decision and

current views. We first project the evlmt,s−1
and Vt,s to c di-

mensions and compute soft attention Avis as follows:

X = fv(e
vlm
t,s−1

)⊙ fvlm(vt,s,i)

Avis(evlmt,s−1
, vt,s,i) = σ(X)/

√
c,

(2)

where fv(·) and fvlm(·) denote the two-layer multi-layer

perceptrons which convert the input to c dimensions. σ
represent softmax function. ⊙ denotes hadamard product

(i.e., element-wise multiplication). Then we compute the

memory-aware representation which contains the informa-

tion about the previous action decision based on the atten-

tion Avis as:

vmem
t,s =

s
∑

i=1

Avis
s,i vt,s,i. (3)
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Hint: To find a picture in the room.

Qt: Do I need to leave this room and 
enter the room right next to it?

Qt-1: Should I go upstairs?

At-1: Go upstairs until you reach the top.

At: Yes the other room.

…

…

Target to: picture

Q1: Should I go into the living room or 
down the hallway?

A1: Go into the living room.

Current dialog

Dialog history

Vision views

Sentence 
Encoding

Attention

Sentence 
Encoding

X

C

Attention

Attention

Resnet152

Attention

Decoder

Language Memory

Visual Memory

…

Candidates

next step

previous step

𝑑𝑜𝑚 𝑑1𝑚 𝑑𝑡𝑚
…

…
𝑣𝑡,0𝑚 𝑣𝑡,1𝑚 𝑣𝑡,𝑠𝑚𝑣𝑡,𝑠𝑚

𝑑𝑡𝑐𝑡𝑥 𝑒𝑡,𝑠𝑣𝑚
𝑒𝑡,𝑠𝑣𝑙𝑚

𝑒𝑡,𝑠−1𝑣𝑙𝑚
Figure 2: An overview of the Cross-modal Memory Network (CMN) for vision-dialog navigation. The panoramic views at

each step are first fed to a CNN (e.g., Resnet152) to obtain panoramic representation. Then the panoramic feature of each

view is fused based on the action decision of the previous step to form vision memory. The current dialog is embedded to

attend on the dialog history encoding to construct contextualized representation. Following are two cross-modal attention, the

language-to-vision attention takes the dctxt and visual memory as input and produce evmt,s , then the vision-to-language attention

takes the evmt,s and language memory as input to generate the final encoding for predicting action from the candidates.

The output representations of the V-mem, vmt,s ∈ R
K , is

calculated by applying the attention between memory about

previous actions and the current views.

3.4. Language Memory

In this section, we formally describe the Language Mem-

ory (L-mem) module. Given the current question-answer

Dt and the dialog history features, the L-mem module aims

to attend to the memory about the most relevant dialogs

in history with respect to the dialog at the current round.

Specifically, we first compute scaled dot product attention

(Attention) [33] in multi-head settings which are called

multi-head attention. Let dt and Mt = {hi}t−1

i=0
be the cur-

rent dialog and the dialog history feature vectors, respec-

tively. The trainable weights WQ
n , WK

n and WV
n ∈ R

L × c
are used to project the dt and Mt into features of c dimen-

sion. In our experiment the dimension c is set to 512. Then

we calculate the attention Alan
n of dt to each element of the

dialog memory Mt as:

Alan
n (dt, hi) = softmax((dtW

Q
n )(hiW

K
n )T )/

√
c,

d̂t = concatNn=1

{

t
∑

i=0

Alan
n (dt, hi)W

V
n hi

}

,

d̂t = LayerNorm(d̂t + dt),

(4)

where the outputs of each of the N attention heads are con-

catenated and the contextualized representation of current

dialog d̂t is computed by applying a residual connection,

followed by layer normalization. Next, the d̂t is fed into a

two-layer nonlinear multi-layer perceptron (flan), followed

by a layer normalization and residual connection as:

d̂t = LayerNorm(flan(d̂t) + d̂t),

dctxt = concat{d̂t, dt}.
(5)

We then obtain the memory-aware representations by

concatenating the contextual representation d̂t and the orig-

inal dialog representation dt, denoted as dctxt ∈R
2L. Build-

ing on the multi-head attention mechanism, the L-mem can

be stacked in multiple layers to get a high-level abstraction

of the context of dialog history.

3.5. Cross­modal Memory

After exploring the memory of visual perception and lan-

guage interactions with attention modules respectively, we

further introduce cross-modal attention to explore the se-

mantic correlation between the language and visual mem-

ory. We first perform language-to-vision attention by lever-

aging the memory-aware representation of the last dialog

dctxt to attend the visual memory V m
t,s via the scaled dot
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Figure 3: An illustration of the multi-head attention in Eq. 4.

N represents the number of attention heads.

product attention as:

evmt,s = Attention(dctxt , {vmt,0, ..., vmt,s}). (6)

The visual memory provides supplement information about

previous views, which enables better scene understanding

for the navigator. Then we calculate vision-to-language at-

tention to generate the final cross-modal memory encoding

evlmt,s as:

evlmt,s = Attention(evmt,s , {dm0 , ..., dmt }). (7)

Here the language memory is incorporated twice. The first

time is in Eq. 5 and the second time is in Eq. 7. The dif-

ferences between the two incorporation lie in three folds.

Firstly, dctxt is the concatenation of the last dialog feature dt
and the attention weighted feature of previous dialog history

Ht. So the dominate semantics derives from the last dialog

dt, namely, dctxt provides the contextualized information for

dt. In contrast, the cross-modal memory-aware representa-

tion evlmt,s exploit to discover the correlation between visual

memory and all the existing dialogues. Secondly, the goal

of calculating dctxt is to help the navigator better understand

the current response from oracle, while the evlmt,s aims to

learn the alignment between visual memory and language

instructions, capturing the temporal correlations for better

visual grounding. Lastly, the language-to-vision attention

in Eq. 6 and the vision-to-language attention in Eq. 7 con-

struct a closed reasoning path between visual and language

context, providing rich information of cross-modal memory

for the action prediction.

In Fig. 4 we describe the cooperation of the language

memory and visual memory of the navigator. The language

memory is maintained for each instance of the NDH task,

resolving the ambiguous instruction of oracle. In contrast,

the visual memory is collected within each round to capture

temporal visual cues, which could benefit visual grounding.

As is shown in Fig. 2, the action for each step is predicted

based on the encoding produced by exploring the cross-

modal attention between the visual and language memory.

Should I enter the hall?

Left into the hall.

Should I go upstairs?

Yeah, head up the stairs.

Trajectory

Visual scene

Dialog

Cross-modal 

memory

L-mem

V-mem

Figure 4: An illustration of the cooperation of the language

and visual memory for each NDH instance. The language

memory collects dialogs between navigator and oracle at

each round, while the visual memory restores cross-modal

memory of the previous navigation step.

3.6. Action Decoder

By performing memory-aware reasoning with the coop-

eration of both language instructions and visual views, the

navigator is able to better understand the historical deci-

sions from temporal alignment between dialog history and

previous views, which provide rich context information for

the action prediction for the current step s as:

ât,s = σ(fm(evlmt,s )),

at,s = softmax(fa(ât,s))
(8)

where fm(·) and fa(·) are single-layer linear transforma-

tions to project the evlmt,s from K + L dimension to K,

and project the ât,s from K dimension to M dimension

which is the number of actions. Following [9], we employ

the panoramic action space with panoramic features of im-

ages. The agent is required to choose a candidate from the

panoramic features of the visual views in the next step.

4. Experiments

In this section, we first introduce the experimental set-

tings, including the CVDN dataset, evaluation metrics, and

implementation details, Sec. 4.1. Then we compare the pro-

posed Cross-modal Memory Networks (CMN) with previ-

ous state-of-the-art methods and several baseline models in

Sec. 4.2 and present ablation studies in Sec. 4.3. Finally, we

show the quantitative results in Sec. 4.4.

4.1. Settings

Datasets: We evaluate our model on the CVDN dataset

which collects 2050 human-human navigation dialogs and

over 7k trajectories in 83 MatterPort houses [2]. Each tra-

jectory corresponds to several question-answer exchanges.

The dataset contains 81 unique types of household objects,

each type appears in at least 5 houses and appear between

2 and 4 times per such house. Each dialog begins with an

ambiguous instruction, and the subsequent question-answer
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Method
Val Seen Val Unseen Test Unseen

Oracle Navigator Mixed Oracle Navigator Mixed Oracle Navigator Mixed

Baseline (Shortest Path Agent) 8.29 7.63 9.52 8.36 7.99 9.58 8.06 8.48 9.76

Baseline (Random Agent) 0.42 0.42 0.42 1.09 1.09 1.09 0.83 0.83 0.83

Baseline (Vision Only) 4.12 5.58 5.72 0.85 1.38 1.15 0.99 1.56 1.74

Baseline (Dialog Only) 1.41 1.43 1.58 1.68 1.39 1.64 1.51 1.20 1.40

Sequence-to-sequence model [31] 4.48 5.67 5.92 1.23 1.98 2.10 1.25 2.11 2.35

CMN (Ours) 5.47 6.14 7.05 2.68 2.28 2.97 2.69 2.26 2.95

Table 1: Comparison of the performance on Goal Progress (m). Different supervisions of end path are used in training.

Oracle indicates planner path, Navigator indicates player path, Mixed indicates trusted path.

Method
Val Seen Val Unseen

GP (m) OSR (%) SR (%) OPSR (%) GP (m) OSR (%) SR (%) OPSR (%)

Seq-to-seq [31] 5.92 63.8 36.9 72.7 2.10 25.3 13.7 33.9

VLN Baseline [9] 6.15 58.9 33.0 69.4 2.30 35.5 19.7 45.9

CMN w/o V-mem 6.33 61.3 30.9 72.3 2.52 36.7 20.5 48.4

CMN w/o L-mem 6.47 58.6 31.9 68.6 2.64 39.1 20.5 50.4

CMN (Ours) 7.05 65.2 38.5 76.4 2.97 40.0 22.8 51.7

Table 2: Comparison of the performance on several popular benchmarks of NDH. We train a vision-language navigation

method on the CVDN dataset, the performance is reported as VLN baseline. We also show the ablation studies on the L-mem

and V-mem modules of our CMN.

interaction between the navigator and oracle will lead the

navigator to find the target.

Evaluation Metrics: Following the previous works in

visual language navigation and visual dialog navigation, we

use four popular metrics to evaluate the proposed method

from different aspects: (1) Success Rate (SR), the percent-

age of the final positions less than 3m away from the goal

location. (2) Oracle Success Rate (OSR), the success rate

if the agent can stop at the closet point to the goal along

its trajectory. (3) Goal Progress (GP), the average agent

progress towards the goal location. (4) Oracle Path Success

Rate (OPSR), the success rate if the agent can stop at the

closest point to goal along the shortest path. Note that this

could be different from the OSR if the shortest path is not

be used for supervision (i.e., mixed path or navigator path).

Different Supervision: The navigator paths in the

CVDN dataset are collected from humans playing roles as

the navigators, while the oracle paths are simultaneously

generated by the shortest path planner. The typical super-

vision for the agent in the navigation task is defined by the

shortest path, which is the same as the oracle path given

in the CVDN dataset. However, even human demonstra-

tions could be imperfect compared to the oracle path in re-

alistic situations. Thus, the CVDN dataset also provides a

new form of supervision called the mixed supervision path.

The mixed supervision path is defined as the navigator path

when the end nodes of the navigator and the oracle are the

same, and the oracle path otherwise.

Implementation Details: We train in PyTorch using the

Adam optimizer and set the learning rate to 0.0001. We

train all agents with student-forcing for 20000 iterations of

batch size 60, and evaluate validation performance every

100 iterations. The best performance across all epochs is

reported for validation folds. The navigator moves its pre-

dicted action â at each time step. Then cross-entropy loss is

applied to â and a∗ which is the next action along the short-

est path to the target. The total training process costs 2 GPU

days on a single Titan 1080Ti device.

4.2. Quantitative Results

Compared Models: We compare our proposed CMN

with several baselines and the state-of-the-art method: (1)

The Shortest Path Agent takes the shortest path to the su-

pervision goal at inference time and represents the upper

bound navigation performance for an agent. (2) The Ran-

dom Agent chooses a random heading and walks up to 5

steps forward (as in [2]). (3) The Vision Only baseline

where the agent considers visual input with empty language

inputs. (4) The Dialog Only baseline where the agent con-

siders language input with zeroed visual features. (5) The

sequence to sequence model proposed in [31] where the his-

torical dialogs are concatenated to form a single instruction

as in visual language navigation models [2].

Comparison to previous methods: As is shown in

Tab. 1, our proposed CMN outperforms the previous state-

of-the-art method [31] on the Goal Progress (m) with dif-

ferent supervisions ( e.g., planner path (Oracle), player path

(Navigator) and trusted path (Mixed)), demonstrating the

ability of our method to grounding visual elements in the

explored environments. When evaluated on the Val Unseen
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V-mem L-mem VL-mem Goal Process (m)

✓ ✓ ✓ 2.95

✓ ✓ 2.74

✓ ✓ 2.04

✓ ✓ 2.54

Table 3: Ablation studies on different types of memory in-

formation for our proposed CMN, including visual memory,

language memory, and cross-modal memory.

and Test Unseen data, the gap between our CMN and the

seq-to-seq method is also significant, showing that CMN

generalizes well for unexplored environments.

4.3. Ablation Study

We ablate the V-mem and L-mem module on the Val sets

in Tab. 2 and the Test set in Tab 3.

Baselines: In the first row, we conduct a baseline from

VLN by directly using the concatenated dialog history as

the language input. The difference between the VLN base-

line and the Sequence-to-sequence model are two folds.

First, the Seq-to-seq model uses a 1×2048 feature vector to

represent each panoramic image, while the dimension of the

visual feature used in baseline VLN is 1× 36× 2048 for all

36 views of the panoramic image. Second, the action space

in the Seq-to-seq model is the low-level visuomotor space,

where the predictions of actions are 3-d logits. In contrast,

the baseline VLN uses panoramic action space, where the

agent has a complete perception of the scene and directly

performs high-level actions. Our framework is built based

on the baseline VLN with both the panoramic vision fea-

tures and the panoramic action space.

Effect of different memory module: We disable the V-

mem module by directly averaging the visual features of

each panoramic view. In Tab. 2 and Tab. 3 we can see that

the performance dropped when the model lost visual mem-

ory about previous navigation steps. The reason why we use

averaged feature here is that the averaged features are more

confused and useless than the last memory features since

closer memory is more correlated to the current state than

earlier memory, which helps us disable most of the func-

tionality of memory modules in ablation studies.

To remove the L-mem module, we replace the memory-

aware representation of the language interactions by the

word-level context within the last question-answer sen-

tences. It can be seen in Tab. 2 and Tab. 3 that the per-

formance of our method dramatically decreases when dis-

carding the language memory module (L-mem), indicating

that the language memory is crucial for the understanding

of the oracle instructions. In Tab. 3, we also set the output

of our encoder (evlmt,s−1
Fig. 2) to zero values to eliminate the

cross-modal memory context (VL-mem) from the previous

navigation step. The VL-mem can be regarded as a high-

level abstraction of historical navigation and represents rich

information about the previous action decision made by the

agent. The results indicate that the performance of our

model would drop when the cross-modal memory is lost.

Discussion about the temporal order in memory: As

is shown in Fig. 2, CMN predicts the action at step s by

restoring the cross-modal memory evlmt,s−1
, which represents

the memory about the decision making of the previous navi-

gation action at step s−1. From this point of view, the infor-

mation about the temporal order of the cross-modal memory

is implicitly embedded in our CMN. We further consider a

more explicit way that directly concatenates the embedding

of the order and the memory features. The performance is

comparable to the implicit way.

4.4. Qualitative Results

To see how our proposed CMN performs the visual dia-

log navigation task, we visualize two qualitative examples

in Fig. 5. The first example contains one round of dialogue

with eight steps of navigation. We can see that the agent

successfully reaches the target with a comprehensive un-

derstanding of the natural language response from oracle,

indicating that our method is also compatible with the VLN

task. In the second example, there are five rounds of di-

alogue between the navigator and the oracle. In the first

round of communication, the navigator moves two steps

down to the hallway, which requires the navigator to cor-

rectly recognize visual elements, including bed, hallway,

and stairs while understanding language instructions. In the

third round of communication, the oracle suggests the navi-

gator to “go back”. Our CMN explores to better understand

this instruction by referring it to dialog history to resolve

the specific meaning, that is, the inverse navigation oper-

ation of the previous steps. In step 1 of the third round,

the navigator returns back to the hall. Finally, it finds the

target “towel”. Since our proposed Cross-modal Memory

could help restore the visual and language memory of pre-

vious steps and interactions, the navigator can resolve the

ambiguous instruction “go back” and thus return to the pre-

vious location.

5. Conclusion

In this work, we propose the Cross-modal Memory Net-

work (CMN) to tackle the challenging task of visual dia-

logue navigation by exploring cross-modal memory of the

agent. The language memory can help the agent better un-

derstand the responses from the oracle based on the com-

munication context. The visual memory aims to explore

visually grounded information on the previous navigation

path, providing temporal correlations for the views. Ben-

efiting from the collaboration of both visual and language

memory, CMN is proved to achieve constant improvement

over popular benchmarks on visual dialogue navigation, es-

pecially when generalizing to the unseen environments.
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Figure 5: Examples of vision dialogue navigation using our proposed Cross-modal Memory Network. The red arrows indicate

the predicted actions and the yellow boxes indicate the targets. Best viewed in color.
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