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1. Compare GvG-P with adversarial training and other defense methods.

Here we compare our method with two common adversarial defense methods: adversarial training and input preprocessing. The attack method used here is I-FGM with $\delta = 0.32$. For adversarial training, we follow the strategy in [1], the MSG-P with adversarial training shows better robustness that the attack success rate decreases from 93.88% to 76.12%, similar to the performance of our GvG-P which is 74.47%. For the input pre-processing, results of random point dropping are reported in Fig.5 in our paper. We can find that with the increase of dropped point number, the attack success rate decreases. When dropping 500 points (the original input point clouds contain 2048 points), the attack success rate of MSG-P is similar to our GvG-P that without dropping. When we add the same defense method on our GvG-P, we find the adversarial training decrease the success rate from 74.47% to 61.67%, while from Fig.5 in main paper, we find dropping 500 points decrease the success rate to 52.63%.

2. Robustness evaluation for GvG-P

Our method is not sensitive to non-adversarial perturbations. For example, Fig.5 shows the recognition accuracy of random dropped point clouds. We can observe that even if 900 points (2048 points in total) are randomly dropped, the recognition accuracy decrease of our method is very negligible (less than 1%). We also tried noisy perturbation and further demonstrate the insensitivity of our method to it. For small perturbations, we add random uniform distribution noise on the clean point clouds and keep the size of the perturbation equals to adversarial samples generated by I-FGM($\delta = 0.16$). The accuracy of our GvG-P decrease from 88.65% to 88.21%, less than 0.5%.

The robustness of our method toward non-adversarial perturbations are benefited from the robustness of PointNet++ structure. As we stated in Sec 3.3, the 'Local Feature Generation Network' part, we use the PointNet++ as the backbone for feature generation and calculate gather-vector from the generated features. So the sensitivity of gather-vector toward non-adversarial perturbations equals to the sensitivity of local features toward these non-adversarial perturbations. As illustrated in [2, 3], PointNet and PointNet++ is very robust to such perturbations.
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