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Our main paper described a method for joint reconstruction of hands and objects, and proposed to leverage photometric consistency as an additional source of supervision in scenarios where ground truth is scarce. We provide additional details on the implementation in Section A, and describe the used training and test splits on the HO-3D dataset \cite{2} in Section B. In Section C, we detail the cyclic consistency check that allows us to compute the valid mask for the photometric consistency loss. Section D provides additional insights on the effect of using the skeleton adaptation layer.

A. Implementation details

Architecture. We extract image features from the last layer of ResNet18 \cite{3} before softmax. We regress in separate branches 6 parameters for the global object translation and rotation, 3 parameters for the global hand translation, and 28 MANO parameters which account for global hand rotation, articulated pose and shape deformation. The details of each branch are presented in Table 1.

<table>
<thead>
<tr>
<th>Branch</th>
<th>Input shape</th>
<th>Output shape</th>
<th>ReLU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object pose</td>
<td>512</td>
<td>256</td>
<td>✓</td>
</tr>
<tr>
<td>regressor</td>
<td>256</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Hand translation</td>
<td>512</td>
<td>256</td>
<td>✓</td>
</tr>
<tr>
<td>regressor</td>
<td>256</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Hand pose</td>
<td>512</td>
<td>512</td>
<td>✓</td>
</tr>
<tr>
<td>and shape</td>
<td>512</td>
<td>28</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1. Architecture of the Hand and Object parameter regression branches. We use fully connected linear layers to regress pose and shape parameters from the 512-dimensional features.

Training. All models are trained using the PyTorch \cite{8} framework. We use the Adam \cite{6} optimizer with a learning rate of $5 \cdot 10^{-5}$. We initialize the weights of our network using the weights of a ResNet \cite{3} trained on ImageNet \cite{10}. We empirically observed improved stability during training when freezing the weights of the batch normalization \cite{5} layer to the weights initialized on ImageNet.

We pretrain the models on fractions of the data without the consistency loss. As an epoch contains fewer iterations when using a subset of the dataset, we observe that a larger number of epochs is needed to reach convergence for smaller fractions of training data. We later fine-tune our network with the consistency loss using a fixed number of 200 epochs.

Runtime. The forward pass runs in real time, at 34 frames per second on a Titan X GPU.

B. HO-3D subset

In Sec. 4.3, we work with the subset of the dataset which was first released. Out of the 68 sequences which have been released as the final version of the dataset, 15 have been made available as part of an earlier release. Out of these, we select the 14 sequences that depict manipulation of two following objects: the mustard bottle and the cracker box. The train sequences in this subset are the ones named SM2, SM3, SM4, SM5, MC4, MC6, SS1, SS2, SS3, SM2, MC1, MC5. When experimenting with the photometric consistency, we use SM1 and MC2 as the two test sequences. When comparing to the baseline of \cite{2}, we use MC2 as the unique test sequence.

C. Cycle consistent visibility check

Our consistency check is similar to \cite{7, 4}.

Following the notation of Sec. 3.1, let us denote the flow warping the estimated frame $I_{ref} + k$ into the reference one $I_{ref}$ by $W_{ref} + k = ref$. Similarly, we compute a warping flow in the opposite direction, from the refer-
D. Skeleton Adaptation

The defined locations for the joints do not exactly match each other for the FPHAB [1] dataset and the MANO [9] hand model. As shown in Table 2 of our main paper, we observe marginal improvements in the average joint predictions using our skeleton adaptation layer. This demonstrates that MANO [9] has already the ability to deform sufficiently to account for various skeleton conventions. However, these deformations come at the expense of the realism of the reconstructed meshes, which undergo unnatural deformations in order to account for the displacements of the joints. To demonstrate this effect, we train a model on the FPHAB [1] dataset, without the linear skeleton adaptation layer, and qualitatively compare the predicted hand meshes with and without skeleton adaptation. We observe in Fig. 1(a) that, without skeleton adaptation, the fingers get unnaturally elongated to account for different definitions of the joint locations in FPHAB and MANO. As shown in Fig. 1(b), we are able to achieve higher realism for the reconstructed meshes using our skeleton adaptation layer.
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