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S1. Supplementary figures

Figure S1. Performance of deep convolutional neural network models in action recognition using RGB images. This figure follows the conventions and format of Figure 5 in the main text. Here we present results using RGB images. Test performance for each fine-tuned model is shown (mean ± SD). The model with best accuracy on the validation set was retained to be applied on the test set.
Figure S2. **Performance of detectron models extracting task-relevant features using RGB images.** This figure follows the conventions and format of Figure 7 in the main text. Here we present results using RGB images. We extracted specific keypoints and features using the Detectron algorithm [1] (see main text for details).
Figure S3. **Visualization of relevant features used by the network for classification.** Visualization of the salient features using Grad-CAM [3] for the ResNet-50 network [2] with weights pre-trained on ImageNet, finetuned on either the drinking, reading or sitting datasets. The gradient is used to compute how each feature contributes to the predicted class of a picture. On the last convolutional layer, the values of the features translate to a heatmap (red for most activated, blue for least activated). The heatmap is resized from 8x8 to 256x256 such as to overlap the input image.
Figure S4. Example images from our dataset.
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