Generalized Product Quantization Network for Semi-supervised Image Retrieval
- Supplementary Material -
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Figure 1. The results of hyper-parameter variants.

Value
« 1 5 20 80
B 1 2 4 8
K |22 2% 260 28
R | 1/8 1/4 12 1/1
Table 1. A list of Hyper-parameter values.

Analysis on Hyper-parameters As mentioned in section
4.2 of our original submission, we present additional infor-
mation regarding hyper-parameters: «, 3, and K. Besides,
to see how GPQ actually uses unlabeled data, we set up a
hyper-parameter R that determines the ratio of the total un-
labeled data used for training. The default value is set as
{a, B, K,R} = {20,4,2* 1/1} in order, and we vary each
hyper-parameters as listed in Table 1 while fixing others at
defaults. We conduct experiments on CIFAR-10 and NUS-
WIDE datasets for the binary code of 48-bits.

From Figure 1, we can see that trends of mAP scores
according to variation of o and K are similar to those ob-
served in other deep quantization methods [, 2]. The

hyper-parameter [ that controls the randomness of predic-
tions before applying softmax shows optimal performance
at 4. The results of R related with the amount of unlabeled
data justify that GPQ can fully utilize the unlabeled data to
improve retrieval performance.

Algorithm We demonstrate our training process in Algo-
rithm , where ~y denotes learning rate. The result of entropy
maximization and minimization can be observed in updat-
ing stage of ¢ and O, respectively. Gradients generated
from the unlabeled data in a batch do not flow directly into
0z, however, previous ones can be reflected by initializing
0 from Oc.

Algorithm 1 GPQ training for batch size B

Input: Parameters of each component: 0,0, 0¢
Input: Batch B = {(IF,y1,1Y),...,(I5,y5,19)}
1: Initialize 6 with 6 by soft assignment
2: foriin 1...B do
3: }A(i’f(gj(*Fﬁ“(IiLv[iU)
4 QZL — ZHZ ()A(zL)
5: f)zL7pf]<_Cec(§{1L7§(f])
6: end for
7: if label=true then
8 In-pq < Ln-po With {X7, &, yi}i2,
9: Leis < Les with {f)ZL7 yi}szl
10: else

1: lspa + Lspy with {pYV}E
12: end if
Al . Oleys i
13: 0F<_0F_7<#;)Q+ 39‘; +%€~M)

14: 92 — (9Z — ’YL{,%';Q

s oL
15: 90 “— 90 -y (7892 — 7830}?\4)

Qutput: Updated 0,0z, 0c
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