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1. Implementation details

1.1. Experiment setup

Our implementations are based on the MMDetection toolbox \cite{1} and Pytorch \cite{8}. All the models are trained with 8 V100 GPUs, with a batch size of 2 per GPU, except for HTC models (1 image per GPU). We use SGD optimizer with learning rate = 0.01, and decays twice at the 8\textsuperscript{th} and 11\textsuperscript{th} epochs with factor = 0.1. Weight decay = 0.0001. Learning rate warm-up are utilized. All Ours models are initialized with their corresponding baseline models that directly trained on LVIS with softmax, and only the last FC layer is trained of another 12 epochs, with learning rate = 0.01, and decays twice at the 8\textsuperscript{th} and 11\textsuperscript{th} epochs with factor = 0.1. All other parameters are frozen.

1.2. Transferred methods

Here, we elaborate on the detailed implementation for transferred long-tail image classification methods in Table 1 of the main text.

Repeat factor sampling (RFS) RFS \cite{7} is applied to LVIS instance segmentation in \cite{3}. It increases the sampling rate for tail class instances by oversampling images containing these categories. We implement RFS with its best practice settings given by \cite{3} with $t = 0.001$.

Re-weight Re-weight is a category-level cost sensitive learning method. Motivated by \cite{2}, we re-weight losses of different categories according to their corresponding number of training instances. We calculate \{${\alpha}_j = 1/N(j) \mid j \in [1,2,\ldots,C]$\}, where $N(j)$ denotes the number of instance for category $j$. We normalize $\alpha_j$ by dividing the mean of all $\alpha$, namely $\mu_\alpha$ and cap their values between 0.01 and 5. $\alpha_0$ is set to 1 for background class. The model (6) and (7) are both initialized with model (1). Model (6) fine-tunes all parameters in the network except for Conv1 and Conv2. Model (7) only fine-tunes the last fully connected layer, namely $W$ and $b$ in Sec.3.1 in the main text, and $\beta$ is set to 0.999.

Fig.1 left shows more settings we have tried for loss re-weighting. we tried \cite{2}'s best practice \{$\beta=0.999$, focal, $\gamma=0.5$\} by setting $\#bg=3\times\#fg$, but only got 14.57\% mAP. \{$\beta=0.999$, softmax\}=23.07\% indicates softmax works better for Faster R-CNN. So our (6) in Tab.1 are improved version of \{$\beta=1$, softmax\} with weights truncated to [0.01,5]. We further try to add weight truncation to $\beta=\{0.9, 0.99, 0.999\}$, loss=\{softmax, focal\}, and set $w_{bg}=1$, $\gamma=2$ (loss for $\gamma=0.5$ is too small), and finally found that \{$\beta=1$, softmax, truncated\} (model 7) works best.

Focal loss Focal loss \cite{5} re-weights the cost at image-level for classification. We directly apply Sigmoid focal loss at proposal-level. Similar to models (6) and (7), models (8) and (9) are initialized with model (1). Then we finetune the whole backbone and classifier ($W$, b) respectively.

Nearest class mean classifier (NCM) NCM is another commonly used approach that first computes the mean feature for each class on training set. During inference, 1-NN algorithm is applied with cosine similarity on $L_2$ normal-
Table 1. Different ways to train models. Mode "train" means train from random initialization. Mode "tune" means finetune from trained model (1). Part fc-cls, head, and all indicate the last classification FC layer, the whole classification head (2FC+fc-cls), and the whole backbone except for Conv1 and Conv2. \( \beta \) is set to 1 here so that the results are lower than that in the main paper where \( \beta = 8 \).

<table>
<thead>
<tr>
<th>ID</th>
<th>Mode</th>
<th>Part</th>
<th>mAP</th>
<th>AP(_1)</th>
<th>AP(_2)</th>
<th>AP(_3)</th>
<th>AP(_r)</th>
<th>AP(_c)</th>
<th>AP(_f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>train</td>
<td>fc-cls</td>
<td>23.79</td>
<td>8.16</td>
<td>24.42</td>
<td>23.35</td>
<td>29.26</td>
<td>14.36</td>
<td>23.04</td>
</tr>
<tr>
<td>2</td>
<td>train</td>
<td>head</td>
<td>21.18</td>
<td>9.34</td>
<td>21.32</td>
<td>20.94</td>
<td>25.69</td>
<td>12.39</td>
<td>20.67</td>
</tr>
<tr>
<td>3</td>
<td>tune</td>
<td>head</td>
<td>23.88</td>
<td>8.90</td>
<td>23.96</td>
<td>23.78</td>
<td>29.44</td>
<td>14.19</td>
<td>23.08</td>
</tr>
<tr>
<td>4</td>
<td>tune</td>
<td>all</td>
<td>24.02</td>
<td>8.91</td>
<td>23.86</td>
<td>23.49</td>
<td>29.06</td>
<td>14.81</td>
<td>23.36</td>
</tr>
</tbody>
</table>

\( \tau \)-normalization \( \tau \)-normalization \cite{4} directly scale the classifier weights \( W = \{w_j\} \) by \( \tilde{w}_i = \frac{w_i}{||w||} \), where \( \tau \in (0, 1) \) and \( || \cdot || \) denotes \( L_2 \) norm. It achieves state-of-the-art performance on long-tail classification \cite{4}. For model (13), we first obtain results from both the original model and the \( \tau \)-normed model. The original model is good at categorizing background. Thus, if the proposal is categorized to background by the original model, we select the results of the original model for this proposal. Otherwise, the \( \tau \)-norm results will be selected. In spite of this, we designed multiple ways to deal with \( \text{bg} \) (background class) (Fig 1 red bars), and found the above way perform best. We also searched \( \tau \) value on \( \text{val} \) set, and found \( \tau = 1 \) is the best (Fig 1 right).

2. How to train our model

There are several options to train a model with our proposed BAGS module. As shown in Tab.1, we try different settings with \( \beta = 1 \). Since adding categories others changes the dimension of classification outputs, we need to randomly initialize the classifier weights \( W \) and bias \( b \). So for model (1), following \cite{4} to decouple feature learning and classifier, we fix all the parameters for feature extraction and only train the classifier with parameters \( W \) and \( b \). For model (2), we fix the backbone parameters and train the whole classification head together (2FC and \( W, b \)). It is worth noticing that the 2 FC layers are initialized by model (1), while \( W, b \) are randomly initialized. This drops mAP by 2.6\%, which may be caused by the inconsistent initialization of feature and classifier. Therefore, we try to train \( W \) and \( b \) first with settings for model (1), and fine-tune the classification head (model (3)) and all backbones except for Conv1 and Conv2 (model (4)) respectively. Fine-tuning improves mAP slightly. However, taking the extra training time into consideration, we choose to take the setting of model (1) to directly train parameters for classifier only in all the other experiments.

3. Comparison with winners of LVIS 2019

Since the evaluation server for LVIS test set is closed, all results in this paper are obtained on \( \text{val} \) set. There are two winners: \textit{Ivlvisis} and \textit{strangeturtle}. We compared with \textit{Ivlvisis} in Tab.3 based on their report \cite{11}, and our results surpass theirs largely. For \textit{strangeturtle}, their Equalization Loss \cite{10} (released on 12/11/2019) replaces softmax with sigmoid for classification and blocks some backpropagation for tail classes. With Mask R-CNN R50 baseline (mAP 20.68\%), Equalization Loss achieves 23.90\% with COCO pre-training (vs 26.25\% of ours). Our method performs much better on tail classes (AP\(_r\), 11.70\% \cite{10} vs 17.97\% ours). They also tried to decrease the suppression effect from head over tail classes, but using sigmoid completely discards all suppression among categories, even though some of them are useful for suppressing false positives. Without bells and whistles, our method outperforms both winners on \( \text{val} \) set.

4. Results on COCO-LT

To further verify the generalization ability of our BAGS, we construct a long-tail distribution dataset COCO-LT by sampling images and annotations from COCO \cite{6} train 2017 split.

4.1. Dataset construction

To get a similar long-tail data distribution as LVIS, we first sort all categories of LVIS and COCO by their corresponding number of training instances. As shown in Fig. 2, we align 80 categories of COCO with 1230 categories of LVIS, and set the target training instance number per category in COCO as the training instance number of its corresponding category in LVIS. Then, we sample target number of instances for each COCO category. We make use of as many instances in a sampled image as possible. Training instances in a sampled image will only be ignored when there are plenty of instances belonging to that category.
We align 80 categories of COCO with 1230 categories of LVIS, and sample corresponding number of instances for each COCO category.

<table>
<thead>
<tr>
<th></th>
<th>mAP</th>
<th>AP₁</th>
<th>AP₂</th>
<th>AP₃</th>
<th>AP₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster R-CNN</td>
<td>20.3</td>
<td>0.1</td>
<td>12.9</td>
<td>24.3</td>
<td>26.7</td>
</tr>
<tr>
<td>Ours</td>
<td>22.5</td>
<td>13.0</td>
<td>18.6</td>
<td>24.1</td>
<td>26.4</td>
</tr>
<tr>
<td>Mask R-CNN bbox</td>
<td>19.1</td>
<td>0.0</td>
<td>11.1</td>
<td>22.9</td>
<td>26.4</td>
</tr>
<tr>
<td>Ours</td>
<td>21.5</td>
<td>13.4</td>
<td>17.7</td>
<td>22.5</td>
<td>26.0</td>
</tr>
<tr>
<td>Mask R-CNN segm</td>
<td>18.0</td>
<td>0.0</td>
<td>11.5</td>
<td>21.8</td>
<td>23.3</td>
</tr>
<tr>
<td>Ours</td>
<td>20.3</td>
<td>3.4</td>
<td>18.9</td>
<td>21.7</td>
<td>23.0</td>
</tr>
</tbody>
</table>

Table 2. Results on COCO-LT dataset. ResNet50-FPN backbone are used for both Faster R-CNN and Mask R-CNN.

In this way, we sample a subset of COCO that follows long-tail distribution just like LVIS. COCO-LT only contains 9100 training images of 80 categories, which includes 64504 training instances. For validation, we use the same validation set as COCO val 2017 split, which includes 5000 images.

4.2. Main results

We compare with Faster R-CNN and Mask R-CNN (R50-FPN backbone) on the above COCO-LT dataset. The results are shown in Tab. 2. Since the number of training images is small, we initialize baseline models with model trained on LVIS. As we can see, our models introduce more than 2% improvements on mAP of both bounding box and mask. Importantly, it gains large improvement on tail classes.
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