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Appendix

A. Proof of Eq. 7

Denote o; as the softmax input with C' classes, p; as cor-
responding output, then the derivative gp L of the output y
of the softmax function with respect to its input o can be

calculated as:
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Let £(y,p) = —y - log(p) denote cross-entropy error func-
tion, and then The derivative % of the loss function with
respect to the softmax input z; can be calculated as:
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where ) y; = 1 as y is one hot label.
J

B. Additional Experiments

The results of ensemble networks (white-box setting) are
shown in Section 4, and we will show more results of the
proposed method on all the six models respectively (black-
box setting for itself and white-box setting for the other
five models) here. We adopt the same experimental setups
with Section 4 including dataset, networks, and parameters.
We also attack the adversarially trained models using our
method. The results are shown in Table 1 for normally
trained models which are hold-out, Table 2 for adversarially
trained models. All of these results are conducted based on
DI2-FGSM and TI-FGSM. For black-box setting, we can
always get the best performance, and for white-box setting,
we can get the best performance on most of the situations.

In addition, extensive experiments about the parameter
€ which means the maximum of the noise allowed to add
are conducted to further evaluate the proposed method. In
some sense, these results also give a seriers of basic refer-
ences for targeted attack and non-targeted attack on the six
models with different e. The results are shown in Table 3
for ensemble models (white-box setting) with different e,
and Table 4 for hold-out models (black-box setting) with
different e. For black-box setting, we can always do the
best. And for white-box setting, when € is small, we can
get higher performance than the baseline, and as € gets big-
ger and bigger, the gap between baseline and our method
becomes smaller and smaller because the success rates of
attack is tending to 100% and there is little space for perfor-
mance imporvement.
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108 162
109 163
110 164
111 165
112 Attack \ -Inc-v3 -Inc-v4 -IncRes-v2 -Res-50 -Res-101 -Res-152 166
113 MI-FGSM | 11.9 9.0 8.4 163 20.1 196 167
14 DI2-EGSM | 28.0 26.8 25.9 295 32.1 32.6 168
s Ours 37.0 32.6 30.6 36.0 39.7 39.6 169
::g Ours+Trip | 383  36.6 32.0 385 41.2 40.6 :Z:’
s TI-EGSM 29.8 275 28.8 29.6 33.7 34.4 i
1o Ours 39.3 36.3 34.6 37.5 40.8 413 i
120 Ours+Trip 39.5 36.6 351 39.3 43.0 429 174
121 175

Table 1. The success rates (%) of adversarial attacks compared to MI-FGSM, DI?>-FGSM and TI-FGSM on six respective hold-out models—

122 Inc-v3, Inc-v4, IncRes-v2, Res-50, Res-101, and Res-152, in other words, for black-box setting. The adversarial examples are crafted from 176
123 ensemble networks using the six models except the hold-out one. The sign “—" indicates the hold-out network. 17;
124 17

125 179
126 180
127 181
128 182
129 183
130 184
131 185
132 _ _ _ 186

Model Attack Inc-v3 Inc-v3  IncRes Inc-v3 Inc-v4 IncRes-v2 Res-50 Res-101 Res-152

133 ens3 ens4 v2ens 187
134 DE-FGSM | 0.7 660 372 | 798 709 66.5 56.9 62.4 61.1 188
135 Ours L1* 641 289 | 924 831 73.8 730 716 76.1 189
123 Inc-v3 | Ours+Trip | 1.2* 659 262 | 91.8 854 77.0 75.6 76.6 76.7 :2:’
138 ens3  CTLFGSM | 13.7° 557 390 | 885 795 76.1 653  69.1 67.2 199
139 Ours 17.7* 59.2 27.4 94.0 88.0 81.2 78.0 82.6 80.4 193
140 Ours+Trip 18.1* 55.7 30.0 94.1 86.8 83.2 79.4 80.5 81.5 194
141 DI?-FGSM 64.8 1.1* 39.8 75.9 66.3 61.9 54.6 57.7 57.0 195
142 Ours 66.8 1.5% 27.7 90.7 79.5 73.0 71.2 74.9 74.7 196
143 Inc-v3 Ours+Trip 67.0 1.5% 30.8 92.5 81.7 74.5 72.4 75.1 75.4 197
144 ensd  TTFGSM | 584 104 37.9 846 772 74.9 64.9 672 67.2 198
145 Ours 62.1 12.9* 23.7 94.0 87.0 81.5 77.1 81.3 79.4 199
146 Ours+Trip 62.6 14.6* 27.0 94.7 87.9 82.3 71.7 81.7 81.6 200
a7 DI2FGSM | 612 629 05 753 654 60.2 533 575 55.8 201
148 Ours 623 613 1.0* 89.0 783 70.5 67.6 73.0 71.8 202
149 IncRes- | Ours+Trip | 604  62.7 1.2* 90.1  78.8 72.1 71.1 74.5 74.2 203
150 204
i v2ens FTIEGSM | 582 555 6.1* 838 717 73.8 65.9 69.9 67.4 205
152 Ours 61.0 57.0 7.7* 94.3 87.1 80.0 76.1 78.8 79.9 206
153 Ours+Trip 61.9 56.6 8.4* 93.6 86.7 80.9 76.9 81.3 79.5 207
194 Table 2. The success rates (%) of adversarial attacks compared to DI>-FGSM and TI-FGSM against three adversarially trained models— 208
155 Inc-v3ens3, Inc-v3ens4, and IncRes-v2ens, and six normally trained models—Inc-v3, Inc-v4, IncRes-v2, Res-50, Res-101, and Res-152. 209
156 The adversarial examples are crafted from ensemble networks and for the three adversarially trained models in the first column respectively, 210
157 the sign “x” indicates the black-box setting. 211
158 212
159 213
160 214
161 215



Ensemble max-epslion
Model \ Attack 8 10 12 14 16 18 20 22 24 26 28 30 32
DI2-FGSM | 60.2 70.8 77.8 829 86.7 91.1 921 93.1 953 967 964 97.0 979
Ours 70.6 793 859 89.6 925 936 948 963 959 966 975 98.0 979
Ine-v3 Ours+Trip | 723 81.0 86.0 88.8 91.7 940 949 954 968 970 97.1 974 98.0
TI-FGSM 604 732 786 857 89.7 924 939 957 964 973 972 984 98.5
Ours 69.5 792 856 899 912 934 947 953 963 972 974 974 98.0
Ours+Trip | 69.8 782 837 884 914 91.7 938 954 958 964 974 97.1 96.8
DI2-FGSM | 63.5 740 79.8 855 879 921 934 943 948 965 965 97.7 98.1
Ours 72.1 80.6 865 893 915 930 942 949 96.1 968 975 976 97.1
Ine-vd Ours+Trip | 73.5 823 86.8 894 928 939 954 958 963 973 969 978 97.6
TI-FGSM 62.0 708 79.7 851 877 921 931 943 955 965 969 972 977
Ours 69.5 783 836 885 90.6 925 936 956 965 960 967 97.6 97.2
Ours+Trip | 70.9 809 868 885 91.7 93.0 949 953 96.1 968 969 972 975
DI2-FGSM | 49.2 622 695 765 819 &84.1 87.8 894 909 921 934 942 955
Ours 579 684 7777 80.7 843 878 892 90.8 904 93.6 940 947 949
IncRes-v2 Ours+Trip | 63.3 727 79.1 848 87.7 89.6 905 931 948 944 951 947 953
TI-FGSM 623 726 799 856 889 908 925 952 954 968 97.0 973 972
Ours 69.3 782 851 874 899 930 942 952 956 968 964 98.1 98.0
Ours+Trip | 734 813 864 89.8 914 93.6 941 954 961 949 969 977 973
DI2-FGSM | 514 643 742 803 842 868 881 90.8 91.6 933 941 941 954
Ours 62.6 725 785 851 87.0 882 923 932 935 937 948 957 95.6
Res-50 Ours+Trip | 65.5 769 82.1 855 888 90.2 935 938 947 949 96.2 96.8 959
TI-FGSM 50.6 63.5 69.7 777 820 850 886 8.8 919 933 936 950 953
Ours 59.5 694 769 822 850 888 90.1 922 928 942 944 943 95.6
Ours+Trip | 62.5 74.1 80.7 854 875 90.0 914 914 945 953 942 953 964
DI2-FGSM | 534 648 754 809 834 870 889 91.6 939 947 948 957 957
Ours 62.5 732 800 843 86.6 89.7 91.7 932 938 949 959 959 964
Res-101 Ours+Trip | 68.3 774 822 864 892 91.7 931 945 950 948 958 96.8 96.8
TI-FGSM 529 646 720 783 823 859 89.0 905 931 932 938 946 964
Ours 60.9 720 765 823 86.0 883 894 928 933 937 944 954 949
Ours+Trip | 66.3 744 79.7 839 87.7 893 921 932 945 950 949 959 958
DI2-FGSM | 553 695 78.1 821 853 §89.7 91.6 923 938 954 955 965 95.7
Ours 64.8 759 820 869 889 91.7 91.8 938 949 949 958 959 96.8
Res-152 Ours+Trip | 70.2 793 84.5 89.0 914 92.0 942 947 948 954 96.2 959 96.7
TI-FGSM 543 66.8 751 80.0 848 87.6 903 91.1 94.0 944 957 951 963
Ours 61.2 739 802 837 87.1 90.1 909 933 937 949 956 96.2 96.8
Ours+Trip | 66.8 768 833 86.7 90.6 91.0 93.6 941 952 96.0 957 957 963

Table 3. The success rates (%) of adversarial attacks compared to DI>-FGSM and TI-FGSM against ensemble networks with different e
which are ensembled from the five networks except the current network, all the results are in white-box setting.



Hold-out max-epslion
Model \ Attack 8 10 12 14 16 18 20 22 24 26 28 30 32
DI2-FGSM | 8.1 123 18.6 233 275 332 374 397 442 455 479 528 522
Ours 129 192 271 315 377 414 46.1 478 517 545 576 595 60.1
Ine-v3 Ours+Trip | 123 20.6 263 328 384 437 47.0 499 538 559 552 58.6 59.1
TI-FGSM 121 189 240 319 36.0 403 465 494 535 563 580 597 61.0
Ours 11.7 193 273 327 374 408 458 494 526 542 566 586 594
Ours+Trip | 13.9 20.7 29.0 345 40.1 446 484 518 539 573 593 627 63.7
DI2-FGSM | 8.1 11.7 179 208 26.1 304 359 38.1 415 425 460 506 50.8
Ours 113 163 234 303 352 384 408 434 482 505 529 557 571
Inc-vd Ours+Trip | 11.8 17.7 255 30.1 36.1 399 429 475 472 515 530 56.1 58.5
TI-FGSM 7.5 132 194 240 265 335 375 417 458 478 514 526 562
Ours 119 178 249 31.1 352 39.6 436 481 508 530 563 582 60.7
Ours+Trip | 12,7 192 253 33.6 36.6 410 454 489 502 544 571 60.1 62.2
DI2-FGSM | 7.1 11.6 18.0 225 274 320 355 37.1 429 429 469 502 49.7
Ours 94 157 215 274 328 352 387 432 463 474 51.0 535 556
IncRes-v2 Ours+Trip | 11.0 16.5 233 289 343 374 413 455 494 498 534 543 570
TI-FGSM 7.7 136 193 253 292 342 37.1 416 438 48.6 512 546 547
Ours 109 174 25,5 289 344 380 416 464 482 522 538 558 57.7
Ours+Trip | 11.3 18.1 245 31.7 36.7 397 429 485 50.6 52.6 563 56.7 58.2
DI2-FGSM | 86 13.6 212 239 273 320 363 404 420 447 467 483 50.8
Ours 142 225 281 326 37.1 409 446 478 499 531 560 569 57.7
Res-50 Ours+Trip | 15.6 21.7 28.7 344 373 427 451 488 509 533 562 56.0 58.2
TI-FGSM 9.1 149 213 255 31.8 359 365 402 446 469 492 524 528
Ours 151 223 285 349 384 422 458 499 521 540 556 575 59.7
Ours+Trip | 16.3 21.7 28.6 350 394 451 47.6 510 516 542 563 577 589
DI2-FGSM | 89 147 214 27.1 317 368 403 445 473 500 538 551 576
Ours 13.8 21.6 277 35.0 41.6 462 465 519 543 578 59.7 60.2 624
Res-101 Ours+Trip | 152 23.0 28.8 35.0 404 464 49.6 528 551 56.0 583 60.2 613
TI-FGSM 102 161 227 289 352 392 428 451 497 525 553 582 604
Ours 151 239 302 36.6 41.6 451 484 543 553 584 59.7 628 632
Ours+Trip | 164 23.8 305 375 41.7 446 512 531 562 595 620 620 64.9
DI2-FGSM | 11.0 17.0 23.6 28.6 335 372 418 453 485 51.1 530 562 56.6
Ours 16.0 216 278 35.6 399 453 475 504 553 555 573 60.2 o614
Res-152 Ours+Trip | 16.8 23.8 304 351 41.0 457 48.7 513 538 569 582 60.2 610
TI-FGSM 11.0 177 242 286 357 393 442 471 514 550 578 577 60.1
Ours 153 241 299 364 422 446 50.7 540 550 573 61.0 615 638
Ours+Trip | 16.3 25.0 32.6 360 42.1 473 500 523 552 569 576 61.6 63.1

Table 4. The success rates (%) of adversarial attacks compared to DI*>-FGSM and TI-FGSM against six normally trained models—Inc-v3,
Inc-v4, IncRes-v2, Res-50, Res-101, and Res-152 with different e. The adversarial examples are crafted from ensemble networks. All the
results are in black-box setting.



