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1. Introduction
In this supplementary material, we first compare differ-

ent strategies to extract pyramidal features and appearance
cues, which can demonstrate the effectiveness of the pro-
posed HAttMatting. Then we provide additional image mat-
ting results on the public Adobe Composition-1k dataset,
our Distinctions-646 dataset and real-world images.

2. Alternative Features Extraction Strategies
In the pipeline of our HAttMatting, we extract high-level

semantic features from ResNeXt [6] block4, then feed them
to ASPP [1] module to capture pyramidal features. The
original intention of this design is to consider that fore-
ground objects always occupy the majority of the input im-
ages in image matting, and there is no need to design multi-
scale framework to capture objects of various sizes.

Actually, we have tried other network architectures to
obtain pyramidal features. As shown in Fig. 1, we attempt
to concatenate the feature maps from block3 and block4 us-
ing these two potential network structures. Theoretically
speaking, we can give the block3 branch a weight map 0
to degenerate the architectures in Fig. 1 into our pipeline.
However, it is difficult to achieve the same accuracy as our
pipeline by combining the semantic features of block3 in the
training process. The quantitative comparisons are shown in
Tab. 1, the implementation details of all models are the same
with our HAttMatting and all the results are evaluated on
the Composition-1k test set. The alpha mattes produced by
our HAttMatting are better than the other features extraction
strategies. In our analysis, we argue that the foreground ob-
ject occupy most of the input image and the top layer of the
network can represent the most important semantic infor-
mation. The top semantics can suggest the foreground ob-
ject in image matting, and the external branches like Fig. 1
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Figure 1: Some potential pyramidal features extraction architec-
tures.

Methods SAD↓ MSE↓ Grad↓ Conn↓
Input Image 115.23 0.0157 51.26 106.06
Strategy-1 77.29 0.0098 44.93 78.63
Strategy-2 64.37 0.0072 32.03 56.99
HAttMatting(Ours) 44.01 0.0067 29.26 46.41

Table 1: The comparisons with different features extraction strate-
gies. The “Input Image” means we extract appearance cues from
input image, and “Strategy-1” and “Strategy-2” refer to the alter-
native pyramidal features capture strategies on the left and right of
Fig. 1 respectively.

can affect the convergence of the training process on the
foreground to some extent.

3. Additional Alpha Mattes On Datasets

From Fig. 2 to Fig. 4, we illustrate more alpha mattes of
the proposed HAttMatting on the Composition-1k dataset,
and the relevant comparative methods are the same with our



paper. Fig.5 and Fig. 6 shows the additional results on our
Distinctions-646 dataset.

4. Additional Results On Real-world Images
Fig. 7 exhibit the real-world results of our HAttMat-

ting. The model is trained on the Composition-1k dataset.
The real-world images contain hair or fur, texture details
or semi-transparent regions etc., and we can generate high-
quality alpha mattes on them with the HAttMatting, which
indicates the versatility of our method.
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Figure 2: The visual comparisons on the Composition-1k test set.
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Figure 3: The visual comparisons on the Composition-1k test set.
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Figure 4: The visual comparisons on the Composition-1k test set.
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Figure 5: The visual comparisons on our Distinctions-646 test set. The ”DIM+Large” means that we feed DIM with trimaps that have
larger transition region, while our method can generate high-quality alpha mattes without trimaps.
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Figure 6: The visual comparisons on our Distinctions-646 test set. The ”DIM+Large” means that we feed DIM with trimaps that have
larger transition region, while our method can generate high-quality alpha mattes without trimaps.
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Figure 7: The alpha mattes produced by HAttMatting on real world images.


