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1. Architecture Details

In Fig. 1, we detail the architecture of our network, which is composed of two encoders, one for Depth and an optional one for Guidance. We use a single decoder which combines the respective outputs of the Depth and Guidance decoders using residual blocks and skip connections. We give full details of each block in the following.

1.1. Depth Encoder

Our Depth is a standard encoder with a cascade of four down-convolutions, denoted D-DownConv. The D-DownConv blocks are composed of a convolution layer with 3x3 kernel, followed by a 2x2 MaxPooling, and a LeakyReLU [8] activation. The D-DownConv block convolution layers have respectively [32, 64, 128, 256] channels. They all use batch-normalization, are initialized using Xavier [3] initialization and a Leaky ReLU [8] activation.

1.2. Guidance Encoder

Our Guidance encoder is composed of a cascade four of down-convolutions as in [5], which we denote G-DownConv. It is identical to the D-DownConv block described in 1.1 except that it uses simple ReLU [4] activations and batch normalization for the convolution layers. The convolution layers have respectively [32, 64, 128, 256] channels.

1.3. Displacement Field Decoder

The displacement field decoder is composed of a cascade of four ResUpConv blocks detailed in Fig 1.3.1, and a convolution block OutConv.

1.3.1 ResUpConv

The ResUpConv block is the main component of our decoder. It fuses depth and guidance features at multiple scales using skip connections. The block architecture is detailed in Fig 2. Guidance features are refined using a 3x3 residual convolution layer [5] denoted ResConv3x3. All blocks use batch-normalization, Leaky ReLU [8] activation and filters weights are initialized using Xavier initialization.

1.3.2 Output layers

The final output block OutConv is composed of two Conv3x3 layers with batch-normalization and ReLU [4] activation, followed by a simple 3x3 convolution layer without batch-normalization nor activation. The number of channels of those layers are respectively 32, 16, and 2. Weights are initialized using Xavier initialization.
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2. Qualitative Results

2.1. Comparative Results on 2D Toy Problem

In Fig. 3, we show qualitative results on the 2D Toy Problem described in Section 3.3 of the main paper. One can see that residual update introduces severe artifacts around edges, producing large and spread out errors around them. Contrastingly, our proposed displacement update recovers sharp edges without degrading the rest of the image. To ensure fair comparison between residual and displacement update methods, identical CNN architectures were used for this experiment except for the last layer which predicts a 2-channel output for the displacement field instead of the 1D-channel output residual.

2.2. Comparative Results on NYUv2 Using Different MDE Methods

In Fig 4, we show qualitative results of our proposed refinement method on different MDE methods [1, 7, 2, 9, 11, 6] evaluated in the main paper. Our method always improves the sharpness of initial depth map prediction, without degrading the global depth reconstruction.

3. More NYUv2-OC++ Samples

In Fig. 5 we show several examples of our manually annotated 654 images NYUv2-OC++ dataset, which extends [9]. This dataset is based on the official test split of the popular NYUv2-Depth [10] depth estimation benchmark.

References

Figure 3. Comparison between residual and displacement learning on a toy image sharpening problem for three examples. A blurred input image $\tilde{I}$ is fed through a Convolutional Neural Network which learns to reconstruct the original clean image $I$. Lines (1,2,3)-a show from left to right: the input image, samples of the dense predicted displacement field, refinement result with displacement update, error map. Lines (1,2,3)-b show, from left to right: the ground truth image, the predicted residual (blue is negative, red is positive, white is zero), refinement result with residual update, error map. While introducing artifacts, residual learning also results in a spread out error map around edges.
Figure 4. Refinement results using our method (best seen in color). Each example is represented on two rows, first row being the original predicted depth and second row being the refined depth. First column shows the RGB input images and associated ground truth depth from NYUv2 [10]. Following columns are refinement results for different methods we evaluated.
Figure 5. Samples taken from fine-grained manually annotated NYUv2-OC++, which add occlusion boundaries to the popular NYUv2-Depth [10] benchmark. We annotated the full official 654 images test set of NYUv2-Depth.