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1. Evaluation on Scaling Factor $\times 4$

To evaluate the performance on large scaling factors, we demonstrate the results on scaling factor $\times 4$ with isotropic Gaussian kernel with width 2.0 in Table 1. As shown, our methods show comparable results to others even with one gradient update, for large scaling factors too. Also, we found that multi-scale model shows worse results than a single-scale model as evidenced in the scaling factor $\times 2$.

2. Effects of Kernels on Meta-test Time

To evaluate the effects of input kernels on meta-test time, we obtained several results by feeding various kernels. The results are shown in Figure 1. It is obvious that kernel mismatch degrades the output result severely. Especially, when the input kernel largely deviates from the true kernel, the result is not very pleasing as shown in Figure 1(a) and (b). However, if the input kernel has similar shape as the true kernel then the result looks quite plausible as shown in Figure 1(c). In conclusion, the kernel estimation or knowing the true kernel is crucial for the performance gain with our method.

3. Visualization

To show the effectiveness of our MZSR, we visualize some results including scenarios with synthetic blur kernels and real-world images. Figure 2, 3, and 4 are the results on synthetic blur kernels. Figure 5, 6, and 7 are the results on real-world images.

References


<table>
<thead>
<tr>
<th>$g_d^{2,0}$</th>
<th>Supervised</th>
<th></th>
<th></th>
<th>Unsupervised</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Set5</td>
<td>24.74/0.7321</td>
<td>23.92/0.7283</td>
<td>24.01/0.7322</td>
<td>27.39/0.7685</td>
<td>29.85/0.8601</td>
<td>30.20/0.8655</td>
<td>30.50/0.8704</td>
</tr>
<tr>
<td>BSD100</td>
<td>24.01/0.5998</td>
<td>23.16/0.5918</td>
<td>23.12/0.5939</td>
<td>25.89/0.6776</td>
<td>26.68/0.7136</td>
<td>26.73/0.7138</td>
<td>26.89/0.7168</td>
</tr>
<tr>
<td>Urban100</td>
<td>21.16/0.5811</td>
<td>19.52/0.5400</td>
<td>19.81/0.5583</td>
<td>23.53/0.6822</td>
<td>24.13/0.7251</td>
<td>24.36/0.7333</td>
<td>24.65/0.7394</td>
</tr>
</tbody>
</table>

Table 1: Average PSNR/SSIM results on the scaling factor $\times 4$ on benchmarks. The numbers in parenthesis in our methods stand for the number of gradient updates. The best and the second best are highlighted in red and blue, respectively.
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Figure 1: Comparisons when different kernels are applied on meta-test time. The last result is when the true kernel is applied.
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Figure 2: Visualized comparisons of super-resolution results ($\times 2$) with anisotropic blur kernel $g_{ani}^d$. 

```latex
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|
\hline
$g_d^{2,0}$ & Supervised & | | | Unsupervised & | | |
\hline
\hline
Set5 | 24.74/0.7321 | 23.92/0.7283 | 24.01/0.7322 | 27.39/0.7685 | 29.85/0.8601 | 30.20/0.8655 | 30.50/0.8704 |
BSD100 | 24.01/0.5998 | 23.16/0.5918 | 23.12/0.5939 | 25.89/0.6776 | 26.68/0.7136 | 26.73/0.7138 | 26.89/0.7168 |
Urban100 | 21.16/0.5811 | 19.52/0.5400 | 19.81/0.5583 | 23.53/0.6822 | 24.13/0.7251 | 24.36/0.7333 | 24.65/0.7394 |
\hline
\end{tabular}
\end{table}
```
Figure 3: Visualized comparisons of super-resolution results ($\times 2$) with aliasing degradation $g_{0.2}^d$.

Figure 4: Visualized comparisons of super-resolution results ($\times 2$) with isotropic blur kernel and bicubic subsampling $g_{1.3}^b$. 
Figure 5: Visualized comparisons of super-resolution results ($\times 4$) on real-world image.

Figure 6: Visualized comparisons of super-resolution results ($\times 4$) on real-world image.
Figure 7: Visualized comparisons of super-resolution results ($\times 4$) on historic image.