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1. Overview of Supplementary Material

This material supplements the paper ‘NestedVAE: Iso-
lating common factors via weak supervision.” Firstly, we
present the algorithm for training NestedVAE in Algo-
rithm 1. Secondly, we present additional results for bio-
logical sex prediction on the UTKFace dataset. Finally, we
present architectures used for the MNIST and UTKFace ex-
periments in Figure[3]

Algorithm 1 NESTEDVAE training procedure.
Input: Image pairs x; ~ X; and x; ~ X5 4,5 € [1,N],
learning rate «, loss weights v, A,
Output: NestedVAE {61, ¢1,02, 2}
Initialisation :
1: Random init. [I] —{01, ¢1, 02, d2}
Training
2: for s = 0 : N/batch size do
3:  Sample batch x; ;
Outer VAE computations :
Compute batch {u, ;, 0 ;} = Enc(x; ;)
Sample batch z; j ~ N(p; ;,0i ;)
Compute batch X; ; = Dec(z; ;)
Compute batch loss MSE(X; ;, X ;)
Compute batch loss 3 KL[(x; ;,03.5), N(0,1)]
Nested VAE computations :
9:  Compute batch {ftyos1—is O Nest—i } = Enc(pu;)
10:  Sample batch zg ~ N(fpesi—ir O Nest—i)
11:  Compute batch fi; = Dec(z;)
12: Compute batch loss MSE(f;, ;)
13:  Compute batch loss
BNestKL [(ﬂNcst_i, UNest—i)v N(O7 I)]
Combine :
14:  Weight VAE and NestedVAE losses by ~, A respec-
tively and sum.
15:  Backpropagate gradients and update w/ Adam [2]
and learning rate = «
16: end for

® NNk

2. UTKFace

The UTKFace dataset [3|] evaluation procedure is de-
scribed in the main paper. The results for F1-score for males
across race and females across race are shown in Figures|T]
and [2] respectively. The complete F1-scores are shown in
Table [T} It can be seen that NestedVAE significantly out-
performs alternatives in all cases, and extracts the common
factors for sex.
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Figure 1. F1 scores for prediction of male sex using embeddings
from models trained on datasets with varying proportions of white
and black individuals. Best viewed in color.
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Figure 2. F1 scores for prediction of female sex using embeddings
from models trained on datasets with varying proportions of white
and black individuals.



Percent White Black Female Black Male White Female = White Male
B-VAE 100 0.44640.018 0.5534+0.029 0.4054+0.011 0.54440.036
90 0.4574+0.013 0.5764+0.016  0.466=0.013 0.57940.026
80 0.44140.033 0.5874+0.023 0.417+0.019 0.55540.014
70 0.40440.028 0.52940.022  0.43640.008 0.57040.020
60 0.39340.025 0.54240.017  0.450+0.025 0.59340.014
50 0.44240.020 0.5684+0.017  0.408=+0.020 0.57440.004
DIPVAE-I 100 0.4484+0.019 0.5654+0.020 0.40440.034 0.54840.020
90 0.43440.016 0.5644+0.010 0.415£0.014 0.53840.010
80 0.38340.044 0.5644+0.009 0.430+0.018 0.57240.009
70 0.38340.023 0.5494+0.021  0.41740.004 0.57940.021
60 0.42840.034 0.5644+0.017 0.423+0.025 0.59740.017
50 0.41340.046 0.5404+0.011  0.428+0.021 0.55540.011
NestedVAE (ours) 100 0.67140.002 0.72440.017 0.698+0.007 0.7494-0.017
90 0.682+0.018 0.7354+0.021  0.698-:0.008 0.73740.001
80 0.68210.020 0.7354+0.010  0.720+0.014 0.76340.004
70 0.682+0.034 0.7314+0.029  0.679+0.023 0.7314+0.017
60 0.66910.032 0.7114+0.025  0.679+0.016 0.71740.013
50 0.6254+0.011 0.6921+0.012  0.646-:0.013 0.70340.007

Table 1. F1 score results for classifier performance on black females, black males, white females, and white males using embeddings
from models trained on data varying in the proportion of white individuals. Results demonstrate superior classification performance with
NestedVAE. Best results are shown in bold.
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Figure 3. Network architectures used for the reported experiments on rotated MNIST and UTKFace datasets.

References optimization. arXiv:1412.6980v9, 2017.

[3] Z.Zhang, Y. Song, and H. Qi. Age progression/regression by

[1] X. Glorotand Y. Bengio. Understanding the difficulty of train- conditional adversarial autoencoder. arXiv:1702.08423,2017.

ing deep feedforward neural networks. Proceedings of the
13th International Conference on Artificial Intelligence and
Statistics, 2010.

[2] D. P. Kingma and J. L. Ba. Adam: a method for stochastic



