Supplementary: Weakly Supervised Semantic Point Cloud Segmentation: Towards 10× Fewer Labels

1. Compatibility with Alternative Encoder Networks

We further evaluate an additional the state-of-the-art encoder network with the proposed weakly supervised strategy. Specifically, PointNet++ is evaluated on the ShapeNet dataset. The fully supervised setting (FullSup), 1 point per category labelling (1pt WeakSup) and 10% labelling (10% WeakSup) with our final model are compared. The results in Tab. 1 clearly demonstrate that with very few annotations, shape segmentation is still very robust with different encoder networks.

2. Additional Details on Datasets

We present more details on the weakly supervised segmentation experiments on PartNet in Tab. 2.

3. Additional Qualitative Examples

More qualitative examples on S3DIS and ShapeNet are presented here. We show the following for S3DIS in Fig. 1: RGB view, ground-truth segmentation (GT View), fully supervised segmentation (FullSup. Seg.), baseline weakly supervised method with 10% labelled points (10% Baseline WeakSup. Seg.), our final multi-task weakly supervised method with 10% points labelled (10% OurWeakSup. Seg.), and our final multi-task weakly supervised method with 1 labelled point per category (1pt Our WeakSup. Seg.). Fig.1 shows 9 selected rooms in Area 5 of the S3DIS dataset. In these results, we observe consistent improvement of our method over baseline method. Moreover, the 10% weak supervision results are even comparable to the fully supervised one and the 1pt weak supervision results is also surprisingly good. We further visualize additional segmentation results on the ShapeNet dataset with both 1pt and 10% weak supervision. The gap between weak supervision and full supervision is even smaller on the shape segmentation task.

### Table 1: Evaluation of alternative encoder network on ShapeNet dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PointNet++</td>
<td>FullSup</td>
<td>57.9</td>
<td>42.5</td>
<td>32.0</td>
<td>33.8</td>
<td>58.0</td>
<td>64.6</td>
<td>33.2</td>
<td>76.0</td>
<td>86.8</td>
<td>64.4</td>
<td>53.2</td>
<td>58.6</td>
<td>55.9</td>
<td>65.6</td>
<td>62.2</td>
<td>29.7</td>
<td>96.5</td>
<td>49.4</td>
</tr>
<tr>
<td>1pt WeakSup</td>
<td>59.7</td>
<td>51.8</td>
<td>53.2</td>
<td><strong>67.3</strong></td>
<td>68.0</td>
<td>48.0</td>
<td><strong>80.6</strong></td>
<td>89.7</td>
<td>59.3</td>
<td><strong>68.5</strong></td>
<td>64.7</td>
<td>62.4</td>
<td>62.2</td>
<td>64.9</td>
<td>39.0</td>
<td>96.6</td>
<td>55.7</td>
<td>83.9</td>
<td>51.8</td>
</tr>
<tr>
<td>10% WeakSup</td>
<td>56.6</td>
<td>53.3</td>
<td>58.6</td>
<td>48.9</td>
<td>66.9</td>
<td>69.1</td>
<td>35.8</td>
<td>75.2</td>
<td><strong>91.2</strong></td>
<td>68.5</td>
<td>59.3</td>
<td>62.6</td>
<td>63.7</td>
<td>69.5</td>
<td>71.8</td>
<td>38.5</td>
<td>95.7</td>
<td>57.6</td>
<td>83.3</td>
</tr>
</tbody>
</table>

### Table 2: Detailed results on PartNet dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FullSup</td>
<td>PointNet</td>
<td>50.2</td>
<td>24.4</td>
<td>30.1</td>
<td>20.5</td>
<td>38.0</td>
<td>65.9</td>
<td>35.3</td>
<td>64.9</td>
<td><strong>84.3</strong></td>
<td>52.6</td>
<td>36.7</td>
<td>47.1</td>
<td>47.9</td>
<td>52.2</td>
<td>55.2</td>
<td>34.1</td>
<td>92.4</td>
<td>49.3</td>
<td>59.5</td>
<td>49.6</td>
<td>80.1</td>
<td>44.6</td>
<td>49.8</td>
<td>40.4</td>
<td>49.5</td>
<td></td>
</tr>
<tr>
<td>1pt</td>
<td>WeakSup</td>
<td>54.6</td>
<td>28.4</td>
<td>30.8</td>
<td>26.0</td>
<td>54.3</td>
<td><strong>66.4</strong></td>
<td>37.7</td>
<td>66.3</td>
<td>81.0</td>
<td>51.7</td>
<td><strong>44.4</strong></td>
<td>51.2</td>
<td>55.2</td>
<td>56.2</td>
<td>63.1</td>
<td>37.6</td>
<td><strong>93.5</strong></td>
<td>49.7</td>
<td><strong>73.5</strong></td>
<td>50.6</td>
<td><strong>83.6</strong></td>
<td>46.8</td>
<td><strong>61.1</strong></td>
<td><strong>44.1</strong></td>
<td>56.8</td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>WeakSup</td>
<td>63.2</td>
<td>54.4</td>
<td>56.8</td>
<td>44.1</td>
<td><strong>57.6</strong></td>
<td>87.2</td>
<td><strong>41.3</strong></td>
<td><strong>70.0</strong></td>
<td><strong>91.3</strong></td>
<td><strong>61.8</strong></td>
<td><strong>65.8</strong></td>
<td><strong>57.2</strong></td>
<td><strong>64.2</strong></td>
<td><strong>64.2</strong></td>
<td><strong>66.7</strong></td>
<td><strong>37.9</strong></td>
<td><strong>94.9</strong></td>
<td><strong>49.1</strong></td>
<td><strong>80.2</strong></td>
<td><strong>49.6</strong></td>
<td><strong>84.1</strong></td>
<td><strong>59.3</strong></td>
<td><strong>69.7</strong></td>
<td><strong>66.7</strong></td>
<td><strong>63.0</strong></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td><strong>64.5</strong></td>
<td><strong>47.3</strong></td>
<td><strong>55.5</strong></td>
<td><strong>64.7</strong></td>
<td><strong>56.2</strong></td>
<td><strong>60.1</strong></td>
<td><strong>44.3</strong></td>
<td><strong>68.3</strong></td>
<td><strong>91.1</strong></td>
<td><strong>61.3</strong></td>
<td><strong>62.8</strong></td>
<td><strong>65.2</strong></td>
<td><strong>63.0</strong></td>
<td><strong>64.6</strong></td>
<td><strong>67.9</strong></td>
<td><strong>37.8</strong></td>
<td><strong>95.5</strong></td>
<td><strong>59.1</strong></td>
<td><strong>82.7</strong></td>
<td><strong>49.6</strong></td>
<td><strong>85.8</strong></td>
<td><strong>59.5</strong></td>
<td><strong>71.2</strong></td>
<td><strong>67.7</strong></td>
<td><strong>65.9</strong></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 1: Additional examples comparing full supervision and weak supervision for S3DIS semantic segmentation.

(a) Area5\_conferenceRoom\_2

(b) Area5\_conferenceRoom\_3