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Abstract. Multi-Modal Machine Comprehension (M3C) deals with ex-
tracting knowledge from multiple modalities such as figures, diagrams
and text. Particularly, Textbook Question Answering (TQA) focuses on
questions based on the school curricula, where the text and diagrams
are extracted from textbooks. A subset of questions cannot be answered
solely based on diagrams, but requires external knowledge of the sur-
rounding text. In this work, we propose a novel deep model that is able
to handle different knowledge modalities in the context of the question
answering task. We compare three different information representations
encountered in TQA: a visual representation learned from images, a
graph representation of diagrams and a language-based representation
learned from accompanying text. We evaluate our model on the TQA
dataset that contains text and diagrams from the sixth grade material.
Even though our model obtains competing results compared to state-
of-the-art, we still witness a significant gap in performance compared to
humans. We discuss in this work the shortcomings of the model and show
the reason behind the large gap to human performance, by exploring the
distribution of the multiple classes of mistakes that the model makes.

1 Introduction

Answering questions based on natural images has received growing attention in
the Computer Vision community for several years [18,15,20,14]. While at a very
early age humans can answer basic question about their environment, we start
to analyze and understand graphics at later time. In school years, children learn
to analyze and understand complex illustrations, and are capable to extract
important information and answer difficult questions about them.

The type and style of these illustrations have many different forms in terms
of colors, structure types and complexity. While some illustrations in textbooks
are easy, like simple drawings, we see in later school years more difficult types
of figures like diagrams, plots and tables. Diagrams are especially challenging
since we have different type of nodes like drawings, text, natural images etc.
Furthermore, we have various relationship types between nodes, e.g. textual
description and nodes, and textual description and edges. We also have directed
relations, usually represented with edges marked with an arrow sign, while some
relations are not explicitly marked (see an example in Figure 1).
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Question
What layer is underneath the  confined aquifer?

Answers
a) Unconfined Aquifer
b) Confined Aquifer
c) Water Table
d) Confining Bed 

Text
Under the impermeable layer, a thick layer
containing water is called confide aquifer.
The earth region that supports the confined
aquifer is called confining bed. The hole to
obtain water in the unconfined aquifer is..…

Fig. 1: Example diagram with corresponding question from the TQA Dataset.

In this work, we compare different knowledge representations for our model:
1) the text-based model, where we use the surrounding text for answering the
questions, 2) the image-based model uses the surrounding image by extracting
the features of a pre-trained CNN and 3) the graph-based representation embeds
the diagram as a graph where the nodes consist of the detected text and its
location. We investigate the predictions of our model to find the reasons for the
large gap to human performance, by analyzing a subset of incorrectly answered
questions.

2 Related Work

VQA. Various topics join language with natural images like image caption-
ing [19] and text-based image retrieval [5]. Visual Question Answering (VQA)
obtains both an image and a question and produces an answer. In spite of a mul-
titude of available datasets [11,21,1,17] and published models [18,15,20,14], VQA
remains a hard task and the recognition rate remains far from human perfor-
mance. Most VQA models do not consider the structure of the object instances
in natural images, as most questions target single objects.

Textbook QA. In comparison to VQA, the Textbook Question Answering
(TQA) task deals with different types of images: textbook illustrations like ta-
bles [4], plots [16,6] and diagrams [7,13,8]. Such figures are more structured
than natural images, as the relations between the components have a higher
importance for answering the questions. While tables are structural elements
combining and ordering their entries - mostly text - in a specific way, diagrams
can have much more types of relations (e.g. location-based, ‘eating’ relation be-
tween animals). Furthermore, the nodes have various types like text, natural
objects and drawings (as in Figure 1). This makes the task of diagram ques-
tion answering difficult to solve, as we see in the diagram QA models presented
in [7,13]. Finally, the TQA dataset [8] containes questions about both diagrams
and text. This makes the VQA task especially challenging, as the model has to
decide from where to extract the relevant information to answer the question.
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3 Method

We define the multi-modal comprehension task in the context of question an-
swering. That is, given knowledgeK from a textbook lesson (a set of sentences S,
a set of nodes N or a global image representation I) and an embedding of the
question Q, choose the correct answer from a set of answers A = {Ai}.

Approach. Since in case of the text-based and graph-based networks we receive
a large amount of data, we filter out unrelated sentences and nodes. Our approach
relies on the basic intuition that for each question Q, there is a set of supporting
sentences/nodes KQ = {Kj} in K that would help in verifying the correctness
of each (Q,Ai) pair. The text-based approach consists of two main steps: 1)
Selecting k supporting sentences/nodes from K for a given question Q. 2) Based
on (Q,KQ), verify the correctness of each answer Ai ∈ A.

Supporting Nodes and Supporting Sentences. To select the set of sup-
porting knowledge for a certain question Q, we measure the similarity of all Kj

in the provided text and diagram to the question in an embedding space. That is,
for each Kj ∈ K we calculate fs(fv(Q), fv(Kj)), where fv is a sentence encoding
function (e.g. recurrent neural network) and fs is a similarity metric (e.g. cosine
similarity). Then, the top k most similar knowledge information are selected to
be in KQ. Given the supporting sentences/nodes and the question, we use the
deep neural network presented in Figure 2 to verify each of the available answers.

[Ai, Q, Kj, Q· Kj, Q·Ai, Ai· Kj, Q· Kj·Ai]

Q: Which level of clouds cause rain?Ai: Low level.

Visual Information

CNN

Kj-1 Low level clouds cause rain.

Kj Low level clouds cause rain.

...

...

Bidir. LSTM Bidir. LSTM

FCAi
FCKj

· Softmax

FCKj-1
... FCK1

Confidence

Fig. 2: Architecture of the image+text deep neural model

Neural Network. We start by encoding the triplet (fc(Q), fc(Kj), fc(Ai))
separately using fully connected layers fc. Then, the new embeddings are con-
catenated with the pairwise and triple-wise similarity of embeddings using element-
wise multiplication, for each answer and knowledge:mapping(Ai,Kj) = [Kj , Q,Ai,

Kj ·Q,Kj ·Ai, Q ·Ai, Q ·Ai ·Kj ].
Next, we split the output of this layer into two streams. The first stream

captures the confidence of the answer Ai to be the correct one, while the second
stream weights the model confidence in the knowledge subset Kj for being suit-
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able to verify (Q,Ai). We calculate this confidence using an attention module
using a softmax layer. The input of the softmax layer is the output of the fcs
layer for each of Kj ∈ KQ encoded by the same neural model. Finally, the two
streams are fused using element-wise multiplication. In testing, the answer with
highest confidence is selected as the correct one.

Text-based Network. Our text-only model uses solely the surrounding text
to generate the answers to the question (K = T ). In case of the Text+Image
Network, we include the visual information as another vector in the supporting
sentences set: K = T ∪ I (see Figure 2).

Graph-based Network. In a similar manner, as we have a high number
of nodes in the diagrams, we select a set of supporting nodes based on the
question. In this case, k nodes are selected that have the highest similarity to
the question, where the similarity is fs(fv(Q), fv(Ni)). However, the difference
to the text-based model lies in the representation of the nodes for the neural
network, as instead of using the representation of the supporting nodes, we use
an edge representation. For each node Nj in the set of k supporting nodes, we
use the source node Nj concatenated with the nearest node, i.e. [Nj , Nnearestj ],
as the knowledge representation Kj .

Graph Baseline. In the first step in the baseline model, we take the top-1
supporting node and calculate its nearest neighbor. The answer is chosen based
on the similarity of the nearest node and the answers.

Image-based Network. The image-based network receives in addition to the
question and answer pair, solely a global representation of the diagram I using
features extracted from a pre-trained CNN.

4 Evaluation

Dataset. TQA [8] is a dataset for multi-modal machine comprehension, which
contains lessons and exercises from the sixth grade curricula. In total, the dataset
contains 1K lessons from Life Science, Earth Science and Physical Science text-
books with 26K corresponding multi-modal questions. Around half of the ques-
tions have corresponding text (text questions), while the other ones also have an
accompanying diagram (diagram questions). The text questions are further split
into true/false questions, where the only possible answers are true and false, and
multiple-choice, where we can have different answers.

Parameters. As a similarity metric (fs) for selecting the supporting sentences
we use the cosine similarity. We empirically set k = 4 for the multiple choice
model and k = 2 for the true/false model. A sentence embedding (fv), if not oth-
erwise specified we use the SkipThought [10] encoding, however we also provide
results for InferSent [2]. We represent the images using a Residual Network [3]
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trained on ImageNet [12]. Our model is trained using Adam [9] for stochastic
optimization with an initial learning rate of 0.01.

Comparison to state-of-the-art. We are able to outperform state-of-the-art
in the true/false questions and obtain competitive results in the entire text-only
task (see Table 1). In the case of diagrams, our model has a lower performance,
but is able to outperform complex models such as BiDAF and Memory Networks.
We notice that InferSent obtains a higher accuracy in the true/false questions
than SkipThought. InferSent was trained in a supervised setting in a similar
scenario as the true/false task, namely, to find the relation between a pair of
sentences (i.e. no relation, contradiction and entailment).

T/F MC Text Diag.

Random 50.1 22.9 33.6 25.0
MemN + VQA [8] 50.5 31.1 38.7 31.8
MemN + VQA + HT [13] 50.3 28.1 36.9 29.8
MemN + DPG [8] 50.5 30.1 38.7 32.8
BiDAF + DPG [8] 50.4 30.5 38.7 32.7
Challenge – – 45.6 35.9
IGMN [13] 57.4 40.0 46.9 36.4

Ours [InferSent] 61.9 36.2 46.4 33.4
Ours [SkipThought] 60.2 36.4 45.6 34.0

Modality #S #N Diag.

Image-only – – 33.2

Text-only
3 – 33.8
4 – 33.9
5 – 33.4

Graph-baseline
– 1 29.2
– 2 28.3
– 4 25.8

Graph-only – 4 33.3

Text+Image 4 – 34.0

Table 1: Validation accuracy of our model compared to state-of-the-art (left)
and comparison of different variations of our model (right).

Different knowledge representations. In Table 1 (right) we show the per-
formance of the model for the three different knowledge modalities and varying
number of supporting sentences S and nodes N . The image-only model obtained
the worst accuracy, which however, can be explained with the use of a CNN pre-
trained on natural images and not diagrams. Furthermore, we note that the text
may play a significant role for many questions, which is not taken into account
in this approach.

5 In-depth Analysis

In this section we explore the properties of our model and attempt to find the
cause behind the existing gap between the model and human performance.

Text-based Task. To have a better overview of the common problems, we
categorize them into the following groups: 1) necessity of external knowledge to
answer the question (ext.), 2) the required information spreads over more than
one sentence (mult.-Sent.), 3) the supporting sentences selected by our model
do not contain the correct one (Supp.-Sent.), 4) the attention module failed to
attend to the correct sentence (Attention), and finally 5) the prediction module
was not able to provide the correct answer, even though all other modules were
correct (Prediction).
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We show in Figure 3, the distribution of the problem types for true/false and
multiple choice questions for 100 randomly selected questions in the dataset.
For the true/false case, most of our mistakes are due to the prediction module,
followed by the supporting sentence and the attention module. Deciding if two
sentences are contradictory or have the same statement is a hard task, especially
when a sentence consists of multiple statements. Furthermore, finding the correct
supporting sentence is the reason for around 30% of the mistakes of our T/F
model, which is less than in the case of multiple choice. This is surprising as the
the true/false models have two supporting sentences and thus the probability of
the sentence being in the set is lower compared to multiple-choice case.
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(c) Diag. Questions

Fig. 3: Distribution of the problems of the model in the TQA Task.

Diagram-based Task. For the diagram questions, we additionally include the
image information Img. that shows if visual information is necessary to answer
the question. Furthermore, the Source shows if the supporting source nodes were
correctly selected and the Edge shows if the target node is not the one that should
be used to answer the question. We see that the model has the most difficulties
selecting the source nodes, similar to the text-based questions where selecting
the supporting sentences causes many mistakes. Extending the model with more
nodes may be beneficial for this problem but leads to overfitting (see Table 1).
Including visual information (Img.) has the potential to increase performance,
however to attend to parts of the image without supervision and without a higher
amount of data would probably lead also to overfitting. Overall, our text-based
model has shown very strong performance on the Diagram Task. As 20% of
the mistakes are caused by the absence of external knowledge (e.g. surrounding
text), we believe that including this information as a further knowledge source
would lead to a significant improvement.

6 Conclusion

In this work we introduced a novel neural architecture for multi-modal question
answering in the multiple choice setup. We compare the network for different
knowledge modalities: text-, image- and graph-based, and show that the text-
based model has the best performance in all tasks. Furthermore, we analyze the
mistakes our model makes and show the difficulties that our model encountered.
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