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Abstract. Unsupervised image-to-image translation techniques are able
to map local texture between two domains, but they are typically un-
successful when the domains require larger shape change. Inspired by
semantic segmentation, we introduce a discriminator with dilated convo-
lutions that is able to use information from across the entire image to
train a more context-aware generator. This is coupled with a multi-scale
perceptual loss that is better able to represent error in the underlying
shape of objects. We demonstrate that this design is more capable of rep-
resenting shape deformation in a challenging toy dataset, plus in complex
mappings with significant dataset variation between humans, dolls, and
anime faces, and between cats and dogs.
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1 Introduction

Unsupervised image-to-image translation is the process of learning an arbitrary
mapping between image domains without labels or pairings. This can be accom-
plished via deep learning with generative adversarial networks (GANs), through
the use of a discriminator network to provide instance-specific generator training,
and the use of a cyclic loss to overcome the lack of supervised pairing. Prior works
such as DiscoGAN [I9] and CycleGAN [43] are able to transfer sophisticated
local texture appearance between image domains, such as translating between
paintings and photographs. However, these methods often have difficulty with
objects that have both related appearance and shape changes; for instance, when
translating between cats and dogs.

Coping with shape deformation in image translation tasks requires the ability
to use spatial information from across the image. For instance, we cannot expect
to transform a cat into a dog by simply changing the animals’ local texture. From
our experiments, networks with fully connected discriminators, such as DiscoGAN,
are able to represent larger shape changes given sufficient network capacity, but
train much slower [I7] and have trouble resolving smaller details. Patch-based
discriminators, as used in CycleGAN, work well at resolving high frequency
information and train relatively quickly [I7], but have a limited ‘receptive field’
for each patch that only allows the network to consider spatially local content.
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Fig. 1. Our approach translates texture appearance and complex head and body shape
changes between the cat and dog domains (left: input; right: translation).

These networks reduce the amount of information received by the generator.
Further, the functions used to maintain the cyclic loss prior in both networks
retains high frequency information in the cyclic reconstruction, which is often
detrimental to shape change tasks.

We propose an image-to-image translation system, designated GANimorph,
to address shortcomings present in current techniques. To allow for patch-based
discriminators to use more image context, we use dilated convolutions in our
discriminator architecture [39]. This allows us to treat discrimination as a semantic
segmentation problem: the discriminator outputs per-pixel real-vs.-fake decisions,
each informed by global context. This per-pixel discriminator output facilitates
more fine-grained information flow from the discriminator to the generator. We
also use a multi-scale structure similarity perceptual reconstruction loss to help
represent error over image areas rather than just over pixels. We demonstrate
that our approach is more successful on a challenging shape deformation toy
dataset than previous approaches. We also demonstrate example translations
involving both appearance and shape variation by mapping human faces to dolls
and anime characters, and mapping cats to dogs (Figure .

The source code to our GANimorph system and all datasets are online:
https://github.com/brownve/ganimorph/.

2 Related Work

Image-to-image Translation. Image analogies provides one of the earliest examples
of image-to-image translation [I4]. The approach relies on non-parametric texture
synthesis and can handle transformations such as seasonal scene shifts [20], color
and texture transformation, and painterly style transfer. Despite the ability of
the model to learn texture transfer, the model cannot affect the shape of objects.
Recent research has extended the model to perform visual attribute transfer
using neural networks [23/13]. However, despite these improvements, deep image
analogies are unable to achieve shape deformation.

Neural Style Transfer. These techniques show transfer of more complex artistic
styles than image analogies [10]. They combine the style of one image with the
content of another by matching the Gram matrix statistics of early-layer feature
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Input Patch based Dense Dilated

Table 1. Translating a hu-
man to a doll, and a cat
to a dog. Dilated convo-
lutions in the discrimina-
tor outperform both patch-
based and dense convolu-
tion methods for image
translations that require
larger shape changes and
small detail preservation.

maps from neural networks trained on general supervised image recognition
tasks. Further, Duomiln et al. [8] extended Gatys et al.'s technique to allow for
interpolation between pre-trained styles, and Huang et al. 15] allowed real-time
transfer. Despite this promise, these techniques have di cuty adapting to shape
deformation, and empirical results have shown that these networks dy capture
low-level texture information [2]. Reference images can a ect brush strokes, color
palette, and local geometry, but larger changes such as anime-style conntad
appearance and shape transformations do not propagate.

Generative Adversarial Networks. Generative adversarial networks (GANs) have
produced promising results in image editing 22], image translation [17], and image
synthesis [L1]. These networks learn an adversarial loss function to distinguish
between real and generated samples. Isola et allT] demonstrated with Pix2Pix
that GANs are capable of learning texture mappings between complex domas
However, this technique requires a large number of explicitly-pired samples.
Some such datasets are naturally available, e.g., registered map and sHie
photos, or image colorization tasks. We show in our supplemental material tht
our approach is also able to solve these limited-shape-change problems.

Unsupervised Image Translation GANs. Pix2Pix-like architectures have been
extended to work with unsupervised pairs 19,43]. Given image domains X and Y,
these approaches work by learning a cyclic mapping from X Y! Xand Y! X! Y.
This creates a bijective mapping that prevents mode collapse in te unsupervised
case. We build upon the DiscoGAN 9] and CycleGAN [43] architectures, which
themselves extend Coupled GANSs for style transferd5]. We seek to overcome
their shape change limitations through more e cient learning and expanded
discriminator context via dilated convolutions, and by using a cyclic loss function
that considers multi-scale frequency information (Table 1).

Other works tackle complementary problems. Yi et al. B8] focus on improving
high frequency features over CycleGAN in image translation tasks, sutas texture
transfer and segmentation. Shuang et al.47] examine adapting CycleGAN to
wider variety in the domains|so-called instance-level translation. Li u et al. [24]
use two autoencoders to create a cyclic loss through a shared latenpace with













































