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Abstract. In human-object interactions (HOI) recognition, convention-
al methods consider the human body as a whole and pay a uniform
attention to the entire body region. They ignore the fact that normal-
ly, human interacts with an object by using some parts of the body.
In this paper, we argue that different body parts should be paid with
different attention in HOI recognition, and the correlations between dif-
ferent body parts should be further considered. This is because our body
parts always work collaboratively. We propose a new pairwise body-part
attention model which can learn to focus on crucial parts, and their cor-
relations for HOI recognition. A novel attention based feature selection
method and a feature representation scheme that can capture pairwise
correlations between body parts are introduced in the model. Our pro-
posed approach achieved 10% relative improvement (36.1 mAP— 39.9
mAP) over the state-of-the-art results in HOI recognition on the HICO
dataset. We will make our model and source codes publicly available.

Keywords: Human-Object Interactions, Body-Part Correlations, At-
tention Model

1 Introduction

Recognizing Human-Object Interactions (HOI) in a still image is an important
research problem and has applications in image understanding and robotics [1,
44, 48]. From a still image, HOI recognition needs to infer the possible inter-
actions between the detected human and objects. Our goal is to evaluate the
probabilities of certain interactions on a predefined HOI list.

Conventional methods consider the problem of HOI recognition at holistic
body level [40,21,52] or very coarse part level (e.g., head, torso, and legs) [11]
only. However, studies in cognitive science [35,4] have already found that our
visual attention is non-uniform, and humans tend to focus on different body
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2 H.S. Fang and J. Cao and Y.W. Tai and C. Lu

(a) Conventional HOI recognition model (b) Our model

Fig. 1. Given an image, a person holding a mug in his/her hand, conventional model
(a) infers the HOI from the whole body feature. In contrast, our model (b) explicitly
focuses on discriminative body parts and the correlations between objects and different
body parts. In this example, the upper and lower arms which hold a mug form an acute
angle across all of the above images.

parts according to different context. As shown in Figure 1, although the HOI
label are the same across all examples, the body gestures are all different except
for the arm which holds a mug. This motivates us to introduce a non-uniform
attention model which can effectively discover the most informative body parts
for HOI recognition.

However, simply building attention on body parts can not capture important
HOI semantics, since it ignores the correlations between different body parts. In
Figure 1, the upper and lower arms and the hand work collaboratively and form
an acute angle due to physical constraints. Such observation motivates us to
further focus on the correlations between multiple body parts. In order to make
a practical solution, we consider the joint correlations between each pair of body
parts. Such pairwise sets define a new set of correlation feature maps whose
features should be extracted simultaneously. Specifically, we introduce pairwise
ROI pooling which pools out the joint feature maps of pairwise body parts, and
discards the features of other body parts. This representation is robust to irrel-
evant human gestures and the detected HOI labels have significantly less false
positives, since the irrelevant body parts are filtered. With the set of pairwise
features, we build an attention model to automatically discover discriminative
pairwise correlations of body parts that are meaningful with respect to each
HOI label. By minimizing the end-to-end loss, the system is forced to select the
most representative pairwise features. In this way, our trained pairwise attention
module is able to extract meaningful connections between different body parts.

To the best of our knowledge, our work is the first attempt to apply the
attention mechanism to human body part correlations for recognizing human-
object interactions.

We evaluate our model on the HICO dataset [5] and the MPII dataset [2].
Our method achieves the state-of-the-art result, and outperforms the previous
methods by 10% relatively in mAP on HICO dataset.
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2 Related work

Our work is related to two active areas in computer vision: human-object inter-
actions and visual attention.

Human-Object Interactions Human-object interactions (HOI) recognition is a
sub-task of human actions recognition but also a crucial task in understanding
the actual human action. It can resolve the ambiguities in action recognition
when two persons have almost identical pose and provide a higher level of se-
mantic meaning in the recognition label. Early researches in action recognition
consider video inputs. Representative works include [16, 41, 42]. In action recog-
nition from still images, previous works attempt to use human pose to recognize
human action [43,40, 21,47, 28, 52].

However, considering human pose solely is ambiguous since there is no mo-
tion cue in a still image. Human-object interactions are introduced in order to
resolve such ambiguities. With additional high level contextual information, it
has demonstrated success in improving performance of action recognition [8, 51,
32,20]. Since recognizing the small object is difficult, some works [50, 54, 36] at-
tempt to ease the object recognition by recognizing discriminative image patches.
Other lines of work include utilizing high level attributes in images [26, 53], ex-
ploring the effectiveness of BoF method [6], incorporating color information [24]
and semantic hierarchy [33] to assist HOI recognition.

Recently, deep learning based methods [12, 11,29, 13] give promising results
on this task. Specifically, Gkioxari et al. [11] develop a part based model to make
fine-grained action recognition based on the input of both whole-person and part
bounding boxes. Mallya and Lazebnik [29] propose a simple network that fuses
features from a person bounding box and the whole image to recognize HOIs.

Comparing to the aforementioned methods, especially the deep learning based
methods, our method differs mainly in the following aspects. Firstly, our method
explicitly considers human body parts and their pairwise correlations, while
Gkioxari et al. [11] only consider parts at a coarse level (i.e., head, torso and legs)
and the correlations among them are ignored, and Mallya et al. [29] only consider
bounding boxes of the whole person. Secondly, we propose an attention mecha-
nism to learn to focus on specific parts of body and the spatial configurations,
which has not been discussed yet in the previous literatures.

Attention model Human perception focuses on parts of the field of view to ac-
quire detailed information and ignore those irrelevant. Such attention mechanism
has been studied for a long time in computer vision community. Early works mo-
tivated by human perception are saliency detection [22,19,15]. Recently, there
have been works that try to incorporate attention mechanism into deep learning
framework [31, 25, 7]. Such attempt has been proved to be very effective in many
vision tasks including classification [45], detection [3], image captioning [55, 38,
46] and image-question-answering [49]. Sharma et al. [37] first applied attention
model to the area of action recognition by using LSTM [18] to focus on impor-
tant parts of video frames. Several recent works [27,39, 10] are partly related to
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Fig. 2. Overview of our framework. The model first extracts visual features of hu-
man,object and scene from a set of proposals. We encode the features of different body
parts and their pairwise correlations using ROI-pairwise pooling (a). Then our pair-
wise body-part attention module (b) will select the feature maps of those discriminative
body-part pairs. The global appearance features (c) from the human, object and scene
will also contribute to the final predictions. Following [29], we adopt MIL to address
the problem of multi-person co-occurrence in an image. See text for more details.

our paper. In [27,39], a LSTM network is used to learn to focus on informative
joints of skeleton within each frame to recognize actions in videos. Their method
differs from ours that their model learns to focus on discriminative joints of 3D
skeleton in an action sequence. In [10], the authors introduce an attention pool-
ing mechanism for action recognition. But their attention is applied to the whole
image instead of explicitly focusing on human body parts and the correlations
among body parts as we do.

3 Our Method

Our approach utilizes both global and local information to infer the HOI labels.

The global contextual information has been well studied by many previous
works [8, 51, 32, 20], focusing on utilizing the features of person, object and scene.
In section 3.1, we review the previous deep learning model [29] that utilizes fea-
tures of person and scene. Based on the model from [29], we further incorporate
object features. This forms a powerful base network which efficiently captures
global information. Note that our improved base network has already achieved
better performance than the model presented by [29].

In section 3.2, we describe our main algorithm to incorporate pairwise body
parts correlations into the deep neural network. Specifically, we propose a simple
yet efficient pooling method called ROI-pairwise pooling which encodes both
local features of each body part and the pairwise correlations between them.
An attention model is developed to focus on discriminative pairwise features.
Finally, we present the combination of global features and our local pairwise
correlation features in section 3.3. Figure 2 shows an overview of our network
architecture.
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3.1 Global Appearance Features

Scene and Human Features To utilize the features of the whole person and
the scene for HOI recognition, [29] proposed an effective model and we adopt it to
build our base network. As shown in Fig. 2, given an input image, we resized and
forwarded it through the VGG convolutional layers until the Convd layer. On this
shared feature maps, the ROI pooling layer extracts ROI features for each person
and the scene given their bounding boxes. For each detected person, the features
of him/her are concatenated with the scene features and forwarded through fully
connected layers to estimate the scores of each HOI on the predefined list. In the
HICO dataset, there can be multiple persons in the same image. Each HOI label
is marked as positive as long as the corresponding HOI is observed. To address
the issue of multiple persons, the Multiple Instance Learning(MIL) framework
[30] is adopted. The inputs of MIL layer are the predictions for each person
in the image, and the output of it is a score array which takes the maximum
score of each HOI among all the input predictions. Since MIL is not the major
contribution of our work, we refer readers to [29, 30] for more details of MIL and
how it is applied in HOI recognition.

Incorporating Object Features In order to have a coherent understanding
of the HOI in context, we further improve the baseline method by incorporating
object features, which is ignored in [29].

Feature Representation Given an object bounding box, a simple solution is to
extract the corresponding feature maps and then concatenate them with the
existing features of human and scene. However, such method does not have
much improvement for the task of HOI recognition. This is because the relative
locations between object and human are not encoded. So instead, we set our
ROI as a union box of detected human and object. Our experiments (Section
4.2) show that such representation is effective.

Handling Multiple Objects In HICO dataset, there can be multiple persons and
multiple objects in an image. For each person, multiple objects can co-appear
around him/her. To solve this problem, we sample multiple union boxes of dif-
ferent objects and the person, and the ROI pooling is applied to each union box
respectively. The total number of sampled objects around a person is fixed in
our implementation. Implementing details will be explained in Sec. 4.

The extracted features of objects are concatenated together with the features
of human and scene. This builds a strong base network for capturing well global
appearance features.

3.2 Local Pairwise Body-part Features

In this subsection, we will describe how to obtain pairwise body-part features
using our pairwise body-part attention module.
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Fig. 3. (a) Illustration of the ROI-pairwise pooling layer. The R; and Rz each represent
a bounding box of different body parts. The ROI-pairwise pooling layer extracts the
union area feature of R; and Rs. The remaining areas are discarded. For each sampled
grid location in the ROI-pairwise pooling, the maximum value within the grid area is
sampled. (b) Pipeline of the pairwise body-part attention module. From the pairwise
body part feature maps pooled by the ROI-pairwise pooling layer, we apply FC layers
to estimate the attention score. The attention score is then multiplied with the body
part feature maps. Finally, we introduce the feature selection layer which selects the
top k most important body part pairs and their scaled feature maps are propagated
to the next step.

ROI-pairwise Pooling Given a pair of body parts, we want to extract their
joint feature maps while preserving their relative spatial relationships. Let us
denote the ROI pair by Ry (r1,c1, h1,w1), Ro(re, ca, ha, wa), and their union box
by Ry (7w, Cuy P, wy), where (r,c) specifies the top-left corner of the ROI and
(h,w) specifies the height and width. An intuitive idea is to set the ROI as
the union box of the body-part pair and use ROI pooling layer to extract the
features. However, when the two body parts are far from each other, e.g., the
wrist and the ankle, their union box would cover a large area of irrelevant body-
part. These irrelevant features will confuse the model during training. To avoid
it, we assign activation outside (two) body-part boxes as zero to eliminate those
irrelevant features. Then, to ensure the uniform size of R, representation, we
convert the feature map of union box R, into a fixed size of H x W feature.
It works in a uniformly max-pooling manner: we first divide the h, x w, into
H x W grids, then for each grid, the maximum value inside that grid cell is
pooled into the corresponding output cell. Figure 3(a) illustrates the operation
of our ROI-pairwise pooling.

With ROI-pairwise pooling layer, both the joint features of two body parts
and their relative location are encoded. Note that the number of body-part
pairs are usually big (C(n,2) for n parts) and many pairwise body parts are
rarely correlated. We automatically discover those discriminative correlations
by proposing an attention module.

Attention Module Figure 3 (b) illustrates the pipeline of our attention mod-
ule. Our attention module takes the feature maps of all possible pairwise body-
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part pairs P = {p1,p2,...,pm} after the ROI-pairwise pooling as input, where
m = C(n,2) is the number of body-part pairs. For each pairwise body-part
p;, the fully connected layer would regress an attention score s;. The scores
S = {s1, 582, ..., $;m} for m pairwise body-parts indicate the importance of each
body-part pair.

Feature Selection As aforementioned, only some body part pairs are relevant
to HOI and irrelevant ones may cause over-fitting of neural network. Assuming
that we need to select features of k body-part pairs, our selection layer will keep
the feature maps that belong to the body-part pairs with top-k score and drop
the remaining. The selected set can be expressed as:

& = {p;|s; ranks top k in S}. (1)

Attention Allocation Different feature maps always have equal value scale, yet
they offer different contributions on HOI recognition. So, we should re-scale the
feature maps to reflect their indeed influence. Mathematically, it is modeled as
multiplying the corresponding attention score, which can be expressed as:

fi = DPeg) X Se()s (2)

where c(j) is the index for the j* element in ¢ and f;j represents the jth re-scaled
feature maps.

Discussion We only allow k pairwise features to represent an interaction. .S
is forced to assign large value to some pairwise body parts related with input
interaction to achieve better accuracy. Therefore, S enables attention mechanism
without human supervision. In the experiment section 4.4, we verify that the
learned attention score is in accord with human perception.

Training Since Eqn. (1) is not a differentiable function, it has no parameter to be
updated and only conveys gradients from the latter layer to the former one during
back-propagation. When only the top k pairwise feature maps are selected, the
gradients of the feature maps that are selected by the feature selection layer will
be copied from latter layer to the former layer. The gradients of the dropped
feature maps will be discarded by setting the corresponding values to zero. Since
Eqn.(2) can be derived easily, the attention scores are updated automatically
during back-propagation and our attention module is trained in an end-to-end
manner.

Combining the ROI-pairwise pooling layer and the attention module, our
pairwise body-part attention module has the following properties:

— Both local features of each body part and the higher level spatial relation-
ships between body parts are taken into consideration.

— For different HOI, our novel pairwise body-part attention module will auto-
matically discover the discriminative body parts and pairwise relationships.
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3.3 Combining Global and Local Features

After obtaining the selected pairwise body-part features and the global appear-
ance features, we forwarded them through the last FC layers respectively to
estimate the final predictions. The prediction is applied for every detected per-
son instances.

4 Experiment

We report our experimental results in this section. We first describe the experi-
mental setting and the details in training our baseline model. Then, we compare
our results with those of state-of-the-art methods. Ablation studies are carried
to further analyze the effectiveness of each component of our network. Finally,
some analyses will be given at the end of this section.

4.1 Setting

Dataset We conduct experiments on two frequently used datasets, namely,
HICO and MPII dataset. HICO dataset [5] is currently the largest dataset
for HOI recognition. It contains 600 HOI labels in total and multiple labels can
be simultaneously presented in an image. The ground truth labels are given at
image level without any bounding box or location information. Also, multiple
persons can appear in the same image, and the activities they perform may or
may not be the same. Thus the label can be regarded as an aggregation over
all HOI activities in an image. The training set contains 38,116 images and the
testing set contains 9,658 images. We randomly sample 10,000 images from the
training set as our validation set. MPII dataset [2] contains 15,205 training
images and 5708 test images. Unlike HICO dataset, all person instances in an
image are assumed to take the same action and each image is classified into
only one of 393 action classes. Following [29], we sample 6,987 images from the
training set as validation set.

HICO We use Faster RCNN [34] detector to obtain human and object bounding
boxes. For each image, 3 human proposals and 4 object proposals will be sampled
to fit the GPU memory. If the number of human or objects is less than expected,
we pad the remaining area with zero. For the human body parts, we first use pose
estimator [9] to detect all human keypoints and then define 10 body parts based
on keypoints. The selected representative human body parts of our method are
shown in Figure 5 (a). Each part is defined as a regular bounding box with side
length proportional to the size of detected human torso. For body-part pairs,
the total number of the pair-wise combination between different body parts is
45(C(10,2)).

We first try to reproduce Mallya & Lazebnik [29]’s result as our baseline.
However, with the best of our effort, we can only achieve 35.6 mAP, while the
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reported result from Mallya and Lazebnik is 36.1 mAP. We use this model as
our baseline model. During training, we follow the same setting as [29], with an
initial learning rate of le-5 for 30000 iterations and then le-6 for another 30000
iterations. The batch size is set to 10. Similar to the work in [29, 14], the network
is fine-tuned until convd layer. We train our model using Caffe framework [23]
on a single Nvidia 1080 GPU. In the testing period, one forward pass takes 0.15s
for an image.

Since the HOI labels in the HICO dataset are highly imbalanced, we adopt
a weighted sigmoid cross entropy loss

e}
loss(I,y) = D wj, -y -log(§') +wj, - (1 - y') - log(1 - §"),
i=1

where C' is the number of independent classes, w, and w,, are weight factors for
positive and negative examples, 3 is model’s prediction and y is the label for
image I. Following [29], we set w, = 10 and w, = 1.

MPII Since all persons in an image are performing the same action, we directly
train our model on each person instead of using MIL. The training set of MPII
contains manually labeled human keypoints. For testing set, we ran [9] to get
human keypoints and proposals. The detector [34] is adopted to obtain object
bounding boxes in both training and testing sets. Similar to the setting for
HICO dataset, we sample a maximum of 4 object proposals per image. During
training, we set our initial learning rate as le-4, with a decay of 0.1 for every
12000 iterations and stop at 40000 iterations. For MPII dataset, we do not use
the weighted loss function for fair comparison with [29].

v v 36.1
v v 39.9

Mallya & Lazebnik, weighted loss [29]
Ours, weighted loss

4.2 Results
Method Full Im. Bbox/Pose MIL Wtd Loss mAP
AlexNet+SVM [5] v 19.4
R*CNN [14] v v 28.5
Mallya & Lazebnik [29] v v 33.8
Pose Regu. Attn. Pooling [10] v 34.6
Ours v v 37.5
v
v

ANENIENENEN

Table 1. Comparison with previous results on the HICO test set. The result of R*CNN
is directly copied from [29].
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Method Full Img Bbox Pose Val (mAP) Test (mAP)
Dense Trajectory + Pose [2] v v - 5.5
R*CNN, VGG16 [14] v 21.7 26.7
Mallya & Lazebnik, VGG16 [29] v v - 32.2
Ours, VGG16 v v v 30.9 36.8
Pose Reg. Attn. Pooling, Res101 [10] v v 30.6 36.1
Ours, Res101 v v v 32.0 37.5

Table 2. Comparison with previous results on the MPII test set. The results on test
set are obtained by e-mailing our predictions to the author of [2]

Elbow-Ankle
body-part pair
for skateboard jumping

Wrist-Knee Wrist-Ankle
body-part pair
for bycicle riding

(a) Our model is able to discover correlations between different body-parts andot@nzissimilar body-part pairs for ea
HOI. The body part pairs with the highest attention score are shown in the red boxe

sit on a bench straddle a bicyclgide a bicycle, hold a kite launch a kite hold a tie wear a tie
sit on a bicyclehold a bicycle tie a tie adjust a tie

Hold a horsgride a horse, carry a backpack jump a skateBoard

grind a snowboard
run a horsgstraddle a horse wear a backpack jump a snowboard, ride a snowboard ride a skateboard
stand on a snowboard flip a skateboard

e

guitar, classicalfolk, sitting golf violin,sining

child care

(b) Some examples of our model's predicticrtee first two rows are results from HICO dataset and the last rowissres
from MPII datasetThe detected human bounding boxes are shown in the green boxes and the body part fiadrs wit
highest attention score are shown in the red béxeslicted HOIs are given underneath

Fig. 4. Results of our model’s predictions.
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We compare our performance on HICO testing set in Table 1 and on MPII
testing set in Table 2. By selectively focusing on human body parts and their
correlations, our VGG16 based model achieves 37.6 mAP on HICO testing set
and 36.8 mAP on MPII testing set. Using a weighted loss function, we can fur-
ther achieve 39.9 mAP on HICO testing set. Since [10] use ResNet101 [17] as
their base model, we also perform an experiment on MPII dataset by replacing
our VGG16 base network with the ResNet101 for fair comparison with [10]. We
can see that our VGG16 based model has already achieved better performance
than [10] on HICO and MPII dataset, and by using the same base model, we
outperform [10] by 1.4 mAP on MPII dataset. These results show that the in-
formation from body-parts and their correlations is important in recognizing
human-object interactions, and it allows us to achieve the state-of-the-art per-
formances on both datasets.

Figure 4 shows some qualitative results produced by our model. We visualize
the body-part pairs with the highest attention score in the red boxes. More
results are given in supplementary material.

4.3 Ablative studies

To evaluate the effectiveness of each component in our network, we conduct
several experiments on HICO dataset and the results are shown in Table 3.

Method mAP

a) baseline 35.6
union box 37.0

) tight box 36.3
¢) body parts, w/o attention 38.0
body-part pairs, w/o attention 38.9
d) body-part pairs, with attention 39.9
body parts & pairs, with attention| 39.1

Table 3. Performance of the baseline networks on the HICO test set. “union box”
refers to the features of an object which are extracted from the area of union box of
human and object. “tight box” refers to the features of an object which are extracted
from the exact area of the object tight box. “w/o attention” refers to the method
without attention mechanism.

Incorporating Object Information As shown in Table 3(b), our improved
baseline model with object features can achieve higher mAP than the baseline
method without using object features. It shows that object information is im-
portant for HOI recognition. From the table, we can see that using the features
from the union box instead of the tight box can achieve higher mAP. Note that
our improved baseline model has already achieved the state-of-the-art results
with 0.9 mAP higher than the results reported by [29].
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Improvements from body parts information We evaluate the performance
improvement with additional body-parts information. The feature maps of 10
body parts are directly concatenated with the global appearance features, with-
out taking the advantages of attention mechanism or body-part correlations. As
can be seen in Table 3(c), we further gain an improvement of 1.0 mAP.

Pairwise Body-part Attention To evaluate the effectiveness of each com-
ponent of our pairwise body-part attention model, a series of experiments have
been carried out and results are reported in Table 3(d).

Firstly, we consider the correlations of different body parts. The feature maps
of the 45 body-part pairs are concatenated with the global appearance features to
estimate HOI labels. With body-part pairwise information considered, our model
can achieve 38.9 mAP. It demonstrates that exploiting spatial relationships
between body parts benefits the task of HOI recognition.

Then, we add our attention module upon this network. For our feature selec-
tion layer, we set k as 20. The influence of the value of k will be discussed in the
analysis in 4.4. With our pairwise body-part attention model, the performance
of our model further yields 39.9 mAP even though the fully connected layers
receive less information from fewer parts.

We also conduct an experiment by simultaneously learning to focus on dis-
criminative body parts and body-part pairs. The candidates for our attention
model are the feature maps of 10 body parts and 45 body-part pairs. However,
the final result drops slightly to 39.1 mAP. One possible reason is that our ROI-
pairwise pooling has already encoded local features of each single body part.
The extra information of body parts may have distracted our attention network.

4.4 Analysis

Parameter for Feature Selection Layer In our feature selection layer, we
need to decide k, the number of body part pairs that we propagate to the next
step. We perform an experiment to evaluate the effect of k. We train our pairwise
body part attention model on HICO training set with different value of k. The
performances on validation set are reported in Figure 5 (b). When k increases,
the performance of our model increases until £ = 20. After that, the performance
of our model starts to drop. When k equals to 45, it is equivalent to not using
the feature selection layer. The performance in this case is 1.2 mAP lower than
the highest accuracy. This indicates that rejecting irrelevant body-part pairs is
important.

Evaluation of Attention To see how close the attention of our model is to
human’s attention, we list out different HOIs and their corresponding body-part
pairs that are selected most frequently by our trained attention module. Some
examples are presented in Table 4. The entire list is provided in supplementary
material. We invite 30 persons to judge whether the choice of the selected pairs
are relevant to the given HOI labels. If half of the persons agree that a selected
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Fig. 5. (a) Our defined human body-parts. Each bounding box denotes a defined body

part. (b) The relationship between recognition accuracy and the number of selected
pairwise body part feature maps in the feature selection layer.

HOI Selected correlations

chase-bird Lknee-r.wrist r.elbow-neck r.ankle-r.elbow
board-car |r.ankle-l.elbow r.ankle-r.elbow r.elbow-neck
hug-person | l.elbow-neck r.elbow-neck r.wrist-neck
jump-bicycle| L.wrist-pelvis r.ankle-pelvis r.elbow-neck
adjust-tie r.wrist-neck  l.wrist-neck  l.elbow-neck

Table 4. Some HOIs and their corresponding most selected body-part pairs chosen by
our model. The “I” and “r” flags denote for left and right.

body part pair is important to decide the HOI labels, we regard the selected
body part pair as correct. In our setting, the top-k accuracy means the correct
body part pair appears in the first £ predictions of attention module. Our top-
1 accuracy achieves 0.28 and top-5 accuracy achieves 0.76. It is interesting to
see that the body part pairs selected by our attention module match with our
intuition to some extent.

Improvements by HOI class To see which kinds of interactions become less
confused due to the incorporation of body part information, we compare the
results on 20 randomly picked HOIs in HICO dataset with and without the
proposed pairwise body-part attention module. The comparisons are summarized
in Table 5. When the HOIs require more detailed body part information, such
as surfboard holding, apple buying and bird releasing, our model shows a great
improvement over the baseline model.
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HOT [ [29] [Ours[HOI [ [29] [Ours
cat scratching 47.7 |50.9|train boarding | 37.1|48.2
umbrella carrying 83.7 |86.9|apple buying [19.3|59.0
keyboard typing on 71.6 | 68.3 |cake lighting [16.3|24.1
boat inspecting 21.1 |31.9|cup inspecting | 1.0 | 1.5
oven cleaning 22.1 (13.1 |fork licking 44 |5.3
surfboard holding 52.9 |63.6 |bird releasing |14.5|51.3

dining table eating at | 86.6 |86.9|car parking 28.9]26.3
sandwich no interaction| 74.2 |85.2|horse jumping (87.0| 86.9
motorcycle washing 57.7 |64.8|spoon washing|14.5(15.3
airplane loading 64.1|60.0 |toilet repairing|11.4|22.6

Table 5. We randomly pick 20 categories in HICO dataset and compare our results
with results from Mallya&Lazebnik [29]. The evaluation metric is mAP. The full set of
results can be found in the supplementary materials.

5 Conclusions

In this paper, we have proposed a novel pairwise body part attention model which
can assign different attention to different body-part pairs. To achieve our goal, we
have introduced the ROI pairwise pooling, and the pairwise body-part attention
module which extracts useful body part pairs. The pairwise feature maps selected
by our attention module are concatenated with background, human, and object
features to make the final HOI prediction. Our experimental results show that
our approach is robust, and it significantly improves the recognition accuracy
especially for the HOI labels which require detailed body part information. In the
future, we shall investigate the possibility of including multi-person interactions
into the HOI recognition.
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