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#### Abstract

License plate recognition (LPR) is a fundamental component of various intelligent transport systems, which is always expected to be accurate and efficient enough. In this paper, we propose a novel LPR framework consisting of semantic segmentation and character counting, towards achieving human-level performance. Benefiting from innovative structure, our method can recognize a whole license plate once rather than conducting character detection or sliding window followed by percharacter recognition. Moreover, our method can achieve higher recognition accuracy due to more effectively exploiting global information and avoiding sensitive character detection, and is time-saving due to eliminating one-by-one character recognition. Finally, we experimentally verify the effectiveness of the proposed method on two public datasets (AOLP and Media Lab) and our License Plate Dataset. The results demonstrate our method significantly outperforms the previous state-of-the-art methods, and achieves the accuracies of more than $99 \%$ for almost all settings.
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## 1 Introduction

License plate recognition (LPR) from images as a fundamental component is vitally important for various intelligent transport systems (ITS), such as security control of restricted areas $[9,28]$ and traffic safety enforcement [33,16], as the license plate is generally used as the identification of a vehicle. So the LPR algorithm is always required to be accurate and efficient enough for facilitating the deployment and application in terminal equipments or transport systems. On the other hand, LPR in complex scenes that the vehicle images may be highly deformed or blurred is probably the main consideration in many realworld applications. For instance, the suspect vehicles are the mainly concerned targets that need to extract the structured information in the safety surveillance, while other normal ones can be completely ignored. But the acquired images for such vehicles are usually harder to analyze. Therefore, developing accurate and robust LPR is essential, especially for complex scenes.

LPR needs to handle the diverse illuminance conditions, image blurring, defacing, and vehicle deformation $[10,31,2,1,26]$. The existing works can be


Fig. 1. Some example results recognized by our proposed method. The images are from two public datasets: AOLP and Media Lab
roughly divided into two broad categories: traditional methods consisting of character detection and recognition, and recent sequential methods. The first type of methods are intuitive which first detect all characters in a license plate and then independently recognize the detected characters. In practice, the methods are too sensitive to the environmental factors and consequently error-prone [11]. Thus they are applicable only to the restricted scenarios with fixed conditions, e.g., parking entrances. The sequential methods $[21,32,7,6]$ are proposed in recent years, which first conduct sliding window to extract the sequential features of a license plate, and then recognize the license plate from the extracted features by a CNN or RNN model. Relatively, these methods can produce better recognition performance, but it is not enough to meet the requirements of real systems. Meanwhile, too many calls to deep learning models make these methods time-consuming, leading to low computational efficiency.

In this paper, we propose a novel LPR framework with aims of simultaneously improving the recognition accuracy and computational efficiency. It consists of two key components: semantic segmentation and character counting. Owing to such an innovative structure, our approach is robust to various image quality, and Fig. 1 provides some example results of our method. To our knowledge, this work is the first attempt to adopt advanced semantic segmentation in LPR. Indeed, our proposed method can achieve outstanding recognition accuracy benefiting from the following facts. First, semantic segmentation directly processes an entire license plate image rather than subimages of individual characters, which helps to exploit more information from both global and local contexts. Second, we conduct the pixel-level recognition instead of character recognition in previous works, which can endure a small part of pixels to be misclassified without causing a failure of LPR. Third, our method does not require very precise character detection since semantic segmentation has completed the recognition function, but which is exactly one of the main obstacles in the traditional methods. On the other hand, our proposed method possesses higher computational efficiency because semantic segmentation once recognizes all pixels of an input image and only several times (far less than the number of characters in a license plate) of calls to the CNN model are needed in the subsequent counting procedure.

We experimentally evaluate the proposed method on two public license plate datasets (AOLP and Media Lab) and our own License Plate Dataset, which all are built using the images from real scenes and cover many difficult conditions. The results on public datasets consistently demonstrate that our method
is greatly superior to the previous state-of-the-art methods. And for most of settings, a recognition accuracy of more than $99 \%$ is achieved, which implies that our method is applicable to real-world systems, even for complex scenes. Furthermore, we also conduct error study by analyzing all failure samples produced by our method. It is observed that these samples are extremely difficult to recognize accurately, and most of them is very confusing even for human being. This indicates that the performance of our proposed method is very close to the human level.

## 2 Related work

Before the explosion of deep learning, almost all traditional LPR methods [11, 3] adopt a similar process flow, i.e., character detection followed by separately character recognition. The differences among them mainly are minor implementation details. Here we briefly review the related works on character detection and recognition.

Character detection is to detect each character in a license plate image with a bounding box. Most of existing algorithms for character detection can be simply divided into two families. The first one is based on Connected Component Analysis (CCA) $[2,15]$. After removing image noise and eroding the connecting area of neighboring characters in the binarized license plate image, CCA is performed to obtain all connected areas and each of them is regard as a character. The second family relies on the projection methods [13, 34, 12, 35, 18]. Different from the first one, they project the binary image horizontally to obtain the top and bottom boundary, and then vertically to segment each character.

Character recognition is to recognize each candidate extracted by character detection. Various methods have been proposed for this task. [13, 34, 15, 26] are based on the template matching that measures the similarity between the character and templates. These methods are computationally costly and easily affected by interference. The feature based methods use more discriminate features, e.g., hand-crafted feature $[35,18]$, and a specific classifier, e.g., probabilistic neural network (PNN) [2], HMM [12], and MLP neural network [27]. [15, 14] extract the LBP features and adopt a linear discriminant analysis (LDA) as classifier. With the arrival of deep learning, character recognition in the LPR task is usually implemented by a CNN network [25].

Recently, the advancement of deep learning techniques brings new ideas to find a solution without character detection. A typical method uses a sliding window way to extract sequential features of license plate, and then infers the character sequence by feeding the extracted features into a classification model. Here the models for feature extraction include sweep OCR [7], CNN [21], and FCN [32]. The inference models include HMM [7], RNN with LSTM [21], and customized NMS algorithm [32]. Benefiting from the elimination of character detection, these methods can achieve better recognition performance, which indeed are the state-of-the-art. However, these methods need to repeatedly apply the character classifier many times, leading to low computational efficiency. More-
over, the methods conduct the character recognition on a small patch of the license plate image, which is easily influenced by interference in complex scenes. A related work [29] utilizes single-histogram approach to perform pixel-wise prediction to identify the character regions, followed by the street name recognition with template matching.

In this work, we propose a novel LPR framework. Unlike the existing works, we adopt semantic segmentation to recognize a whole license plate followed by character counting. Our framework avoids the sensitive character detection and meanwhile utilizes global information of a license plate image. Besides, our method is computationally efficient without a sliding window profile.

## 3 Our method

### 3.1 Overview

Our purpose in this work is to invent an accurate and efficient license plate recognition (LPR) method by overcoming the drawbacks of previous works. To this end, we particularly introduce the semantic segmentation technique as the main component since it can directly process a whole license plate image. Here the input refers to the cropped subimages from raw images that only contain the license plate content with little background, which in practice is easily accomplished by applying some handy detection methods [13, 34, 12, 35, 18]. We illustrate the proposed LPR framework in Fig.2, which consists of two key modules: semantic segmentation and counting refinement.

Semantic segmentation is used to produce the semantic map of the input license plate image with the same size, whose value represents the character class of corresponding pixel. We then operate on the produced semantic maps to obtain the character sequence of a license plate. Compared with the character recognition in traditional methods, semantic segmentation can exploit more information in addition to the advantage of high computational efficiency, as the entire input image is fed once and both the global and local information from different network layers are fused. In this module, we conduct pre-processing on the input images and character sequence inference on the resulting maps besides semantic segmentation. Here the pre-processing is to make the images suitable for semantic segmentation, and only a simple projection is adopted in our implementation. As for the character sequence inference, an initial recognition result would be produced from the semantic map.

In the resulting semantic segmentation maps, we cannot distinguish the successive characters of the same type. To handle such situations, a counting refinement module is proposed to append to the semantic segmentation module in this work, which is used to predict the number of successive characters. In theory, the times to conduct the character counting for a license plate is at most half of the total number of characters. Thus this procedure is statistically time-saving, which together with semantic segmentation makes our method very efficient compared to the previous methods based on deep learning. Finally, we would obtain the character sequence of an input license plate.


Fig. 2. Illustration of our proposed LPR framework. The framework consists of two key modules: semantic segmentation and counting refinement. The semantic segmentation module is to produce the semantic map and initial character sequence, which includes pre-processing, semantic segmentation, and character sequence inference. The counting refinement module is to generate the final character sequence through counting characters. Best viewed in color

From Fig.2, we can observe the following features of the proposed LPR framework. First, we adopt the pixel-wise recognition to replace the character recognition in the traditional methods. Such replacement eliminates the character detection that is sensitive to imaging conditions and would deteriorate the overall performance of LPR, and meantime improves the robustness to image interference as the wrong prediction on a small proportion of pixels almost has no effect on the final results. Second, our framework processes a whole license plate once and avoids time-costly sliding window in the previous works, which thus is more efficient. Third, our proposed framework is flexible and upgradeable, in which each module can be assigned a different model. Thus one application can be equipped with the appropriate models by considering the actual demands in accuracy and efficiency. Next we will elaborate on the details of two key modules.

### 3.2 Semantic segmentation module

The semantic segmentation module is functionally to produce a semantic map and initial character sequence for an input license plate image. Here the semantic map has the same size as the input. In particular, we first pre-process the input image to make it more suitable for semantic segmentation, and then infer the initial character sequence by analyzing the semantic map. For pre-processing, we first find the character boundary by horizontally and vertically projection analysis, and then crop the main body of license plate image as the input. For semantic segmentation, we adopt a modified DeeplabV2 ResNet-101 model and put our focuses on the data preparation. For character sequence inference, we expect that the obtained initial character sequence are robust enough even when the segmentation results are not good with wrong predictions on some pixels.

Segmentation groundtruth In the LPR scenario, the results of semantic segmentation are essentially used to produce the character sequences, which is a


Fig. 3. Illustration of box-level label for a license plate image. The sample is from the AOLP dataset. Here different colors denote different character classes. The pixels not belonging to any character box are labeled as the background class (black). Best viewed in color
bit different from the usage in traditional segmentation tasks aiming to precisely predict the semantic label of each pixel. Thus we propose to adopt a relatively simple segmentation ground truth for each license plate in this work.

Considering the difficulty of labeling all pixels, we particularly use the wrapped bounding box of each character as its segmentation ground truth, instead of a subtle mask representing the character contour. All pixels in the bounding box are labeled the class of corresponding character, and other pixels not belonging to any character are labeled the background class. Fig. 3 illustrates the ground truth generation of a license plate by an example. Obviously, the box-level annotation is more labor-saving than the pixel-level annotation, which benefits the proposed framework more operable than other semantic segmentation tasks.

Moreover, learning the bounding boxes of characters is more robust for LPR due to containing more pixels, unlike the prediction of character contours that is prone to be broken due to the thinness of labeled area. Consequently, some wrong prediction over a few pixels has almost no negative effect on the overall results in our method. On the other hand, the proposed segmentation groundtruth also makes the subsequent analysis of character sequence easier as a bigger semantic area has lower complication.

Semantic segmentation model Here we mainly consider the semantic segmentation models based on deep learning due to their achieved state-of-the-art performance. In theory, any advanced semantic segmentation model can be used in the proposed LPR framework, such as Fully Convolution Network (FCN) [24], DeepLabv2 [8], and SegNet [5]. In our implementation, a modified version of DeepLabv2 ResNet-101 is particularly adopted, as shown in Fig.4, whose performance has proven by evaluation to be good enough for LPR.

Here we simplify the original DeepLabv2 ResNet-101 model to boost the computational efficiency. The original model performs multi-scale process to obtain more accurate segmentation results, which essentially is to fuse the hierarchical global information. In the LPR task, however, the semantic areas of different characters have lower correlation. Meanwhile, our proposed analysis method is robust to wrong prediction on a few pixels. Thus in this work we only reserve the original resolution branch and remove other auxiliary branches. Actually, we conduct the comparative analysis between the simplified version and the original DeepLabv2 ResNet-101 by experiments. The results show that the modified one performs faster without involving an accuracy decrease on the final LPR results.


Fig. 4. The modified DeepLabv2 ResNet-101 model. The network mainly includes the ResNet-101 for feature extraction, atrous spatial pyramid pooling (ASPP), and upsampling layers. Best viewed in color

Specifically, with the fixed configuration (GeForce GTX 1080Ti), our version achieves 38 FPS, while the original DeepLabv2 only has 13 FPS.

Model pre-training Semantic Segmentation usually requires a massive collection of training samples to achieve accurate prediction. But the existing license plate datasets are commonly small in scale and cannot afford such data requirements. To address this issue, we propose to pre-train the model and then fine-tune it using the samples in a specific dataset. For pre-training, we use the synthetic images of license plate in this work since the data scale is extensible and the ground truth is easily obtained that can be concurrently generated in the synthesis process.

Here we propose to synthesize the license plate images by the combination of different characters. Specifically, we first set a base dataset containing many license plate images, in which various images with different illumination, color, blurring, and viewpoint need be embodied for each character. In our implementation, a subset of our own License Plate Dataset in Section 4.4 is particularly employed. Then we sample substantial character images by cropping from the license plate images, which form the materials of data synthesis. The cropping operation is natural since we use a bounding box to annotate each character. Finally, we synthesize plenty of license plate images by replacing one character region in a license plate image with another character image. To generate balanced samples, we randomly choose the base license plate image and character to be replaced, and use the images of different character to yield multiple samples. Here the character image for a given type is selected by measuring the style similarity between the base image and character image.

Following this way, we finally produce 60,000 synthetic license plate images together with their groundtruth segmentation for model training. Fig. 5 provides some samples. It can be seen that the synthetic images are very similar to the real ones, which are hard to be distinguished even by human beings. In particular, we also utilize t-SNE, a strong tool for feature visualization, to reveal the data distribution. The results show that the synthesis dataset presents the similar distribution to our Chinese dataset.


Fig. 5. Samples of synthetic license plate images. All of them are produced using a random strategy. Here the first character to denote the province is masked for each license plate due to the privacy. Best viewed in color

Character sequence inference After obtaining the semantic map of a license plate, we can infer an initial character sequence, which actually represents the label sequence of semantic area along the horizontal direction. Formally, we firstly transform the semantic map $L$ into $C$ class-specific binary map $L_{c}^{\prime}$ with a switch function, where $c \in(1, C)$ and $C$ is the number of character classes.

$$
L_{c}^{\prime}(x, y)= \begin{cases}1, & L(x, y)=c \\ 0, & L(x, y) \neq c\end{cases}
$$

For a binary map $L_{c}^{\prime}$, we remove the noisy regions of small areas. Then we conduct Connected Component Analysis (CCA) on $L_{c}^{\prime}$ to generate the character areas $\left\{A_{c i}\right\}$, where $A_{c i}$ denotes the $i^{t h}$ area in $L_{c}^{\prime}$.

The wrong prediction of semantic segmentation may make the inference confused and unreasonable. In this work, we propose the following method to improve the robustness. Specifically, we check the Intersection-over-Union (IOU) between the current character area and all previous areas separately. If the IOU exceeds a threshold $T_{f}\left(T_{f}=0.5\right.$ in our implementation), these two character areas are considered to be overlapped. Such case in theory is unreasonable since the characters in a license plate are always arranged separately. We extract the conflicting areas as ROIs, and then apply a classifier (e.g., Inception-v3 model [30]) to determine the final character class. This situation happens occasional in practice, but the proposed method is proven important to correct the hard samples.

### 3.3 Counting refinement module

The counting refinement is used to produce the final character sequence from the raw license plate image, semantic map, and initial character sequence. The main procedures are illustrated in Fig.6. In our LPR framework, it is difficult for semantic segmentation to accurately distinguish the successive character instances of the same class, since the neighboring characters in a license plate are very close to each other and the background region to separate them is too thin for precise recognition. Consequently, multiple characters of the same class are probably regarded as one character in the initial character sequence. To address this issue, we propose to count the characters for such regions.


Fig. 6. Illustration of Counting Refinement Module. Our counting refinement module extracts the character region of interests and then applies a classifier to predict the character count. Best viewed in color

Object counting [4,20] is one of typical visual tasks which aims to obtain the number of specific objects in a given image ROI. In this work, we crop the image regions containing multiple characters of the same class according to the semantic segmentation results as the inputs of the counting model. Considering the application scenario of LPR, the number of characters in a license plate is always limited and even fixed (e.g., 7). Thus we formulate the character counting into a classification problem instead of the regression problem in previous works [23]. Note that the label in this task denotes the number of characters rather than the character class in traditional image classification. Then, we can directly employ some sophisticated classification networks. In this work, AlexNet [19] is particularly adopted due to its high computational efficiency.

In practice, it is observed that the characters ' 1 ' and ' 7 ' are often misclassified due to their simple contours. Through analysis, it is seen that resizing the input images, which may contain different number of characters in a large range, makes the similar characters harder to distinguish. To handle this issue, we particularly utilize the fact that the region label has been recognized by semantic segmentation. To be specific, we add one white line on the middle of " 1 " images and two white lines on the middle of " 7 " images to enhance their appearance difference. This small trick can effectively increase the counting performance.

## 4 Experiment

In this section, we experimentally evaluate the proposed LPR method. Here three challenging license plate datasets are used, i.e., AOLP [14], Media Lab [3], and our own dataset (Chinese License Plate Dataset). For performance metrics, we adopt the recognition accuracy of whole license plate, which is different from the character classification since the recognition result of a license plate would be considered false as long as one of characters is wrongly predicted. For each public dataset, we provide the performance comparison with state-of-the-art methods.

### 4.1 Implementation details

All of our models are implemented in Caffe [17], and trained/tested on a Tesla K80 GPU. We use a mini-batch of the size 16 at training time. We adopt the Inception-v3 [30] as the character classification model, and AlexNet [19] as the character counting model. Throughout the experiments, the license plate images are resized to $50 \times 160$, whose aspect ratio is close to that of physical license plates. For each dataset, the semantic segmentation model is pre-trained on our synthetic license plate images, and then fine-tuned using specific images provided by the dataset. To prevent overfitting, we adopt the common data augmentation strategies, such as noising, blurring, rotation, and color jittering. The semantic segmentation model and character counting model are trained separately. Detailed training protocols are listed in Table 1.

Table 1. Training protocols for semantic segmentation and character counting.

|  | base_lr | batchsize | lr_policy | gamma | step | max_iter |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Semantic <br> Segmentation | $10^{-4}$ | 20 | multistep | 0.1 | $[30 k, 50 k]$ | $60 k$ |
| Character <br> Counting | $10^{-2}$ | 512 | multistep | 0,1 | $[3 k, 5 k]$ | $10 k$ |

### 4.2 AOLP dataset

The application-oriented license plate benchmark database (AOLP) collects 1874 images of Taiwan license plates, which is the largest public license plate dataset to our knowledge. The dataset is divided into three subsets according to the usage scenarios, including access control (AC), law enforcement (LE), and road patrol (RP). Specifically, there are 681 images in AC, 582 images in LE, and 611 images in RP. The images in these subsets present different appearance characteristics (e.g., perspective), and thus it is challenging to accurately recognize every license plate. We compare our proposed method with state-of-the-art methods, including Deep FCN [32], LSTMs [21], and Hsu [15].

In the experiment, we use the same training/test split as in LSTMs [21], i.e., two subsets are used for training and the remaining one is for test. We conduct three experiments with different subset for test, and then calculate the recognition accuracies on three subsets and their average accuracy. Table 2 provides the results, where $\mathrm{AC} / \mathrm{LE} / \mathrm{RP}$ denotes the corresponding subset is used for test.

From the results in Table 2, it can be seen that our proposed LPR method achieves the best performance with the accuracies of more than $99 \%$ on all subsets. Besides, it is well demonstrated that our method is robust as the images in different AOLP subsets are highly varying in appearance. In particular, our method outperforms Hsu [15] by a $12.32 \%$ accuracy improvement, which is mainly due to the elimination of character detection. Compared with LSTMs [21]

Table 2. Recognition accuracies on AOLP Dataset. Our proposed method achieves the accuracies of more than $99 \%$ in all subsets

| $\mid$ AC (\%) | LE (\%) | RP (\%) | Avg (\%) |  |
| ---: | :---: | :---: | :---: | :---: |
| Hsu (2013) [15] | 88.50 | 86.60 | 85.70 | 86.93 |
| LSTMs (2016) [21] | 94.85 | 94.19 | 88.38 | 92.47 |
| DeepFCN (2016) [32] | 97.90 | 97.60 | 98.20 | 97.90 |
| Our method | $\mathbf{9 9 . 4 1}$ | $\mathbf{9 9 . 3 1}$ | $\mathbf{9 9 . 0 2}$ | $\mathbf{9 9 . 2 5}$ |

and Deep FCN [32], which adopt a sliding window profile, our method is still superior with an accuracy gain of $6.78 \%$ and $1.35 \%$, which experimentally indicates the advantages of the proposed semantic segmentation.

In the above experiment, the recognition performance is evaluated using the subset split. However, high appearance variance in different subsets certainly will decrease the accuracy. To more fully explore the potential of our method, we conduct another experiment using a homogeneous split. Specifically, we evenly divide each subset into three parts with a random strategy. Then we collect two parts of each subset to form the training set and the remaining images are for test. Consequently, three new test subsets are built for performance evaluation, which contain 625,625 , and 624 images, respectively. Table 3 gives the experimental results for the settings. As expected, our method achieves higher recognition accuracies (up to $99.79 \%$ for average, i.e., only 4 plates are failed).

Table 3. Recognition accuracies of our method with new settings on AOLP Dataset

| $\|\operatorname{Set} 1(\%)\| \operatorname{Set} 2(\%)\|\operatorname{Set} 3(\%)\| \operatorname{Avg}(\%)$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Our method | $\mathbf{9 9 . 8 4}$ | $\mathbf{9 9 . 6 8}$ | $\mathbf{9 9 . 8 4}$ |

### 4.3 Media Lab dataset

NTUA Media Lab dataset consists of 706 Greek license plate images, which covers normal condition and some difficult conditions, e.g., blocking by shadows and extreme illumination. It is divided into a normal subset with 427 samples and a difficult subset with 279 samples. We take Anagnostopoulos [2] and Siyu Zhu [35] as our baselines as they are the state-of-the-art methods on this dataset.

The dataset does not provide the data split for training and test. For fair comparison, we use the images in the normal subset as the test data to evaluate the performance, just like the baseline methods. In our experiment, specifically, we evenly divide the normal subset into four parts with a random strategy. We then conduct four experiments, in each of which three parts with the difficult subset are used for training and the rest one is for test. Table 4 gives the


Fig. 7. Example images in Chinese License Plate Dataset. It can be seen that the images present high varying appearance, including illumination, blurring, color, etc. Here the first character is masked due to the privacy. Best viewed in color
experimental results on Media Lab Dataset. It can be seen that our method outperforms the baselines with an accuracy improvement of more than $10 \%$, which again indicates the superiority of the proposed framework. The average accuracy of $97.89 \%$ means that only 9 license plates are failed in total.

Table 4. Recognition accuracy on Media Lab Dataset.

|  | Set1(\%) | Set2(\%) | $\operatorname{Set} 3(\%)$ | $\operatorname{Set} 4(\%)$ | $\operatorname{Avg}(\%)$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| Anagnostopoulos [2] | - | - | - | - | 86.00 |
| Siyu Zhu [35] | - | - | - | - | 87.33 |
| Our method | 97.14 | 98.13 | 98.10 | 98.18 | $\mathbf{9 7 . 8 9}$ |

In addition, we perform another statistical analysis on the AOLP and Media Lab datasets to demonstrate the robustness of our algorithm to the predictions of semantic segmentation. As shown in Table 5, the license plates can be recognized correctly even when the semantic segmentation module produces imperfect results in pixels.

Table 5. Statistics on the proportion of Wrongly Predicted Pixels by the semantic segmentation model in the character regions that are finally recognized correctly (denoted as WPP). The first three columns shows the Max, Min, Mean WPP in all the samples, while the last three columns are averaged on the Top-K ( $K=5 \%, 10 \%$, 20\%) samples sorted by the WPP in a descending order.

|  | Max | Min | Mean | Top 5\% | Top 10\% | Top 20\% |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AOLP | $38.04 \%$ | $0.41 \%$ | $9.21 \%$ | $24.10 \%$ | $21.39 \%$ | $18.32 \%$ |
| Media Lab | $35.98 \%$ | $0.86 \%$ | $5.53 \%$ | $16.69 \%$ | $13.17 \%$ | $10.46 \%$ |

### 4.4 Chinese License Plate dataset

Finally, we evaluate the proposed method on our own dataset, a Chinese License Plate dataset. The dataset is built by collecting the images from the traffic
surveillance cameras, where the license plate images are obtained by applying the SSD [22] detector to raw images. Compared with the public license plate datasets, our dataset is much larger and contains 5057 license plate images. Particularly, the dataset covers diverse conditions, e.g., high varying illumination, motion blurring, and low resolution. Some example images in our dataset are shown in Fig.7. According to the specification of Chinese license plates, each license plate image in the datasets contains a sequence of 7 characters. In particular, there are totally $(m+34)$ character classes, including 10 digits, 24 English letters ('O' and 'I' are excluded), and $m$ Chinese characters ${ }^{1}$.

In our experiments, we randomly split the dataset into two subsets with 4057 images for training and 1000 images for test. Note that the data used for image synthesis are all from the training set. On this dataset, our proposed method achieves a outstanding recognition accuracy of $99.7 \%$. That is, only three license plates in the test set are failed. In addition, our method achieves real-time performance in the computational efficiency (more than 25 FPS on a Nvidia Titan X GPU).

### 4.5 Error study

In this section, we conduct an error study to more intuitively demonstrate the performance achieved by our proposed method. In particular, two public datasets, i.e., AOLP and Media Lab, are both used and all failed samples in the above experiments are analyzed. To be specific, the results of 4 failed samples on AOLP and 9 failed samples on Media Lab are provided, as shown in Fig.8. Here we list the raw images, generated semantic maps, ground truth, predicted character sequence, and cause of failure.

From Fig.8, it can be observed that the failure is mainly caused by the poor quality of raw images. For example, the failure that " 8 " in the first row is recognized as " B " is due to the severely tilt and blurring of license plate, which even cannot be right recognized by a human being. Other failed samples have similar reasons. Overall, the probable causes of failure include image blurring, blocking patches, and severe interference. For these extremely hard samples, our method can still recognize most of characters correctly. Considering the failure cases in error study, we think the performance of our proposed LPR method is very close to the human level.

## 5 Conclusion

In this paper, we proposed a novel license plate recognition framework, which not only achieves outstanding recognition performance but also has high computational efficiency. In particular, our proposed framework introduces the semantic segmentation technique followed by a counting refinement module to accomplish

[^0]| Image Segmentation | Ground Truth | Predicted | Cause of Failure |
| :---: | :---: | :---: | :---: |
| AOLP Dataset |  |  |  |
| $68 \cdot 7733$ | 687733 | 6B7733 | blury condition semantic segmentation mistake |
| 1750.J | 0750J0 | D750J0 | $\left\lvert\, \begin{gathered} \text { ' } 0 \text { ' is blocked } \\ \text { semantic segmentation mistake } \end{gathered}\right.$ |
| 7250.FK |  |  |  |
| 3 | 7250EK | 7250FK | ' $E$ ' is incomplet semantic segmentation mistake |
| 1750 J ¢ | 0750J0 | D750J0 | ' 0 ' is blocked character classifier mistake |
| Media Lab Dataset |  |  |  |
| N184582\% | M1B6822 | M1B692 | extremely blury condition |
| T131] | M010312 | H016312 | extremely blury condition |
| 818-3886 | B183886 | B1B3886 | blurry condition semantic segmentation mistake |
| M1A 2326 DI []I | M1A2326 | M1A2328 | $\begin{gathered} \text { '6' is blocked } \\ \text { semantic segmentation mistake } \end{gathered}$ |
| ZZY-40C6 | ZZY4006 | ZZY4066 | $\begin{gathered} \text { 'o' }{ }^{\text {'is blocked }} \\ \text { semantic segmentation mistake } \end{gathered}$ |
| NE-G027 [] | NEG027 | NE6027 | ' $G$ ' is distorted character classifier mistake |
| Y8B7795 | YBB7799 | YBB7795 | semantic segmentation mistake |
| M24317 [1] | YYX4317 | YNX4317 | blurry condition semantic segmentation mistake |
| MK29590 $\square 1 \square \square$ | YXZ5790 | YKZ5790 | ' X ' is distorted character classifier mistake |

Fig. 8. Error study on AOLP Dataset and Media Lab Dataset. Here the processing component causing failure (semantic segmentation or character classifier) is also provided for each sample. Best viewed in color
the recognition of a whole license plate. The experimental results on benchmark datasets demonstrate that our method consistently outperforms previous state-of-the-art methods with a remarkable accuracy improvement. In particular, the error study indicates that the performance of our proposed method is very close to the human level, which makes our method applicable to real systems even for complex scenes. In the future works, we plan to add more components into the proposed framework to support more types of license plates.
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[^0]:    ${ }^{1}$ In the current version of our dataset, $m=3$ is used due to the limitation of image acquisition.

