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Abstract. In this paper, we present MultiPoseNet, a novel bottom-up
multi-person pose estimation architecture that combines a multi-task
model with a novel assignment method. MultiPoseNet can jointly han-
dle person detection, person segmentation and pose estimation problems.
The novel assignment method is implemented by the Pose Residual Net-
work (PRN) which receives keypoint and person detections, and produces
accurate poses by assigning keypoints to person instances. On the COCO
keypoints dataset, our pose estimation method outperforms all previous
bottom-up methods both in accuracy (+4-point mAP over previous best
result) and speed; it also performs on par with the best top-down meth-
ods while being at least 4x faster. Our method is the fastest real time
system with ∼23 frames/sec.
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1 Introduction

This work is aimed at estimating the two-dimensional (2D) poses of multiple
people in a given image. Any solution to this problem has to tackle a few sub-
problems: (i) detecting body joints (or keypoints, as they are called in the widely
used COCO [36] dataset) such as wrists, ankles, etc., (ii) grouping these joints
into person instances, or detecting people and (iii) assigning joints to person
instances. Depending on which sub-problem is tackled first, there have been
two major approaches in multi-person 2D estimation: bottom-up and top-down.
Bottom-up methods [5,6,25,26,37,39,42] first detect body joints without having
any knowledge as to the number of people or their locations. Next, detected joints
are grouped to form individual poses for person instances. On the other hand,
top-down methods [10,18,23,40] start by detecting people first and then for each
person detection, a single-person pose estimation method (e.g. [12,24,38,48]) is
executed. Single-person pose estimation, i.e. detecting body joints conditioned
on the information that there is a single person in the given input (the top-
down approach), is typically a more costly process than grouping the detected
joints (the bottom-up approach). Consequently, the top-down methods tend to
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be slower than the bottom-up methods, since they need to repeat the single-
person pose estimation for each person detection; however, they usually yield
better accuracy than bottom-up methods.

Fig. 1. MultiPoseNet is a multi-task learning architecture capable of performing human
keypoint estimation, detection and semantic segmentation tasks altogether e�ciently.

In this paper, we present a new bottom-up method (with respect to the
categorization given above) for multi-person 2D pose estimation. Our method is
based on a multi-task learning model, which can jointly handle the person detec-
tion, person segmentation and pose estimation problems. To emphasize its multi-
person and multi-task aspects of our model, we named it as \MultiPoseNet.Our
model (Fig. 1) consists of a shared backbone for feature extraction, detection
subnets for keypoint and person detection/segmentation, and a �nal network
which carries out the pose estimation, i.e. assigning detected keypoints to per-
son instances. Our major contribution lies in the pose estimation step where
the network implements a novel assignment method. This network receives key-
point and person detections, and produces a pose for each detected person by
assigning keypoints to person boxes using a learned function. In order to put
our contribution into context, here we briey describe the relevant aspects of
the state-of-the-art (SOTA) bottom-up methods [6,37]. These methodsattempt
to group detected keypoints by exploiting lower order relations either between
the group and keypoints, or among the keypoints themselves. Speci�cally, Cao
et al. [6] model pairwise relations (called part a�nity �elds) betwee n two nearby
joints and the grouping is achieved by propagating these pairwise a�nities. In
the other SOTA method, Newell et al. [37] predict a real number calleda tag per
detected keypoint, in order to identify the group the detection belongs to. Hence,
this model makes use of the unary relations between a certain keypoint and the
group it belongs to. Our method generalizes these two approaches in the sense
that we achieve the grouping in a single shot by considering all joints together
at the same time. We name this part of our model which achieves the grouping
as the Pose Residual Network(PRN) (Fig. 2). PRN takes a region-of-interest
(RoI) pooled keypoint detections and then feeds them into a residual multilayer
perceptron (MLP). PRN considers all joints simultaneously and learnscon�g-
urations of joints. We illustrate this capability of PRN by plotting a s ample
































