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Abstract. We propose a novel method to detect an unknown number of articu-

lated 2D poses in real time. To decouple the runtime complexity of pixel-wise

body part detectors from their convolutional neural network (CNN) feature map

resolutions, our approach, called pose proposal networks, introduces a state-of-

the-art single-shot object detection paradigm using grid-wise image feature maps

in a bottom-up pose detection scenario. Body part proposals, which are repre-

sented as region proposals, and limbs are detected directly via a single-shot CNN.

Specialized to such detections, a bottom-up greedy parsing step is probabilisti-

cally redesigned to take into account the global context. Experimental results on

the MPII Multi-Person benchmark confirm that our method achieves 72.8% mAP

comparable to state-of-the-art bottom-up approaches while its total runtime using

a GeForce GTX1080Ti card reaches up to 5.6 ms (180 FPS), which exceeds the

bottleneck runtimes that are observed in state-of-the-art approaches.
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Fig. 1. Sample multi-person pose detection results by the ResNet-18-based PPN. Part bounding

boxes (b) and limbs (c) are directly detected from input images (a) using single-shot CNNs and

are parsed into individual people (d) (cf. § 3).
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1 Introduction

The problem of detecting humans and simultaneously estimating their articulated poses

(which we refer to as poses) as shown in Fig. 1 has become an important and highly

practical task in computer vision thanks to recent advances in deep learning. While this

task has broad applications in fields such as sports analysis and human-computer inter-

action, its test-time computational cost can still be a bottleneck in real-time systems.

Human pose estimation is defined as the localization of anatomical keypoints or land-

marks (which we refer to as parts) and is tackled using various methods, depending on

the final goals and the assumptions made:

– The use of single or sequential images as input;

– The use (or not) of depth information as input;

– The localization of parts in a 2D or 3D space; and

– The estimation of single- or multi-person poses.

This paper focuses on multi-person 2D pose estimation from a 2D still image. In partic-

ular, we do not assume that the ground truth location and scale of the person instances

are provided and, therefore, need to detect an unknown number of poses, i.e., we need

to achieve human pose detection. In this more challenging setting, referred to as “in the

wild,” we pursue an end-to-end, detection framework that can perform in real-time.

Previous approaches [1–13] can be divided into the following two types: one detects

person instances first and then applies single-person pose estimators to each detection

and the other detects parts first and then parses them into each person instance. These

are called as top-down and bottom-up approaches, respectively. Such state-of-the-art

methods show competitive results in both runtime and accuracy. However, the runtime

of top-down approaches is proportional to the number of people, making real-time per-

formance a challenge, while bottom-up approaches require bottleneck parts association

procedures that extract contextual cues between parts and parse part detections into

individual people. In addition, most state-of-the-art techniques are designed to predict

pixel-wise1 part confidence maps in the image. These maps force convolutional neural

networks (CNNs) to extract feature maps with higher resolutions, which are indispens-

able for maintaining robustness, and the acceleration of the architectures (e.g., shrinking

the architectures) is interfered depending on the applications.

In this paper, to decouple the runtime complexity of the human pose detection from

the feature map resolution of the CNNs and improve the performance, we rely on a

state-of-the-art single-shot object detection paradigm that roughly extracts grid-wise

object confidence maps in the image using relatively smaller CNNs. We benefit from

region proposal (RP) frameworks2 [14–17] and reframe the human pose detection as an

object detection problem, regressing from image pixels to RPs of person instances and

parts, as shown in Fig. 2. In addition, instead of the previous parts association designed

for pixel-wise part proposals, our framework directly detects limbs3 using single-shot

1 We also use the term “pixel-wise” to refer to the downsampled part confidence maps.
2 We use the term “RP frameworks” to refer broadly to CNN-based methods that predict a fixed

set of bounding boxes depending on the input image sizes.
3 We refer to part pairs as limbs for clarity, despite the fact that some pairs are not human limbs

(e.g., faces).
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Fig. 2.Pipeline of our proposed approach. Pose proposals are generated by parsing RPs of person
instances and parts into individual people with limb detections (cf. x 3).

CNNs and generates pose proposals from such detections via a novel, probabilistic
greedy parsing step in which the global context is taken into account. Part RPs are de-
�ned as bounding box detections whose sizes are proportional to the person scales and
can be supervised using just the common keypoint annotations. The entire architecture
is constructed from a single, fully CNN with relatively lower-resolution feature maps
and is optimized end-to-end directly using a loss function designed for pose detection
performance; we call this architecture thepose proposal network(PPN).

2 Related work

We will brie�y review some of the recent progress in single- and multi-person pose
estimations to put our contributions into context.
Single-person pose estimation.The majority of early classic approaches for single-
person pose estimation [18–23] assumed that the person dominates the image content
and that all limbs are visible. These approaches primarily pursued the modeling of struc-
tures together with the articulation of single-person body parts and their appearances
in the image under various concepts such as pictorial structure models [18, 19], hier-
archical models [22], and non-tree models [20, 21, 23]. Since the appearance of deep
learning-based models [24–26] that make the problem tractable, the benchmark results
have been successively updated by various base architectures, such as convolutional
pose machines (CPMs) [27], residual networks (ResNets) [28, 11], and stacked hour-
glass networks (SHNs) [29]. These models focus on strong part detectors that take into
account the large, detailed spatial context and are used as fundamental part detectors in
both state-of-the-art single- [30–33] and multi-person contexts [1, 2, 9].
Multi-person pose estimation.The performance of top-down approaches [2–4, 7, 10,
12] depends on human detectors and pose estimators; therefore, it has improved ac-
cording to the performance of these detectors and estimators. More recently, to achieve
ef�ciency and higher robustness, recent methods have tended to share convolutional




























