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Abstract. We introduce a novel RGB-D patch descriptor designed for
detecting coplanar surfaces in SLAM reconstruction. The core of our
method is a deep convolutional neural network that takes in RGB, depth,
and normal information of a planar patch in an image and outputs a de-
scriptor that can be used to find coplanar patches from other images. We
train the network on 10 million triplets of coplanar and non-coplanar
patches, and evaluate on a new coplanarity benchmark created from
commodity RGB-D scans. Experiments show that our learned descrip-
tor outperforms alternatives extended for this new task by a significant
margin. In addition, we demonstrate the benefits of coplanarity matching
in a robust RGBD reconstruction formulation. We find that coplanarity
constraints detected with our method are sufficient to get reconstruction
results comparable to state-of-the-art frameworks on most scenes, but
outperform other methods on established benchmarks when combined
with traditional keypoint matching.
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1 Introduction

With the recent proliferation of inexpensive RGB-D sensors, it is now becom-
ing practical for people to scan 3D models of large indoor environments with
hand-held cameras, enabling applications in cultural heritage, real estate, virtual
reality, and many other fields. Most state-of-the-art RGB-D reconstruction algo-
rithms either perform frame-to-model alignment [1] or match keypoints for global
pose estimation [2]. Despite the recent progress in these algorithms, registration
of hand-held RGB-D scans remains challenging when local surface features are
not discriminating and/or when scanning loops have little or no overlaps.

An alternative is to detect planar features and associate them across frames
with coplanarity, parallelism, and perpendicularity constraints [3–9]. Recent work
has shown compelling evidence that planar patches can be detected and tracked
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Fig. 1: Scene reconstruction based on coplanarity matching of patches across
di�erent views (numbers indicate frame ID) for both overlapping ( left two pairs)
and non-overlapping (right two pairs) patch pairs. The two pairs to th e right are
long-range, without overlapping. The bottom shows a zoomed-in comparison
between our method (left) and key-point matching based method [2] (right).

robustly, especially in indoor environments where at surfaces areubiquitous. In
cases where traditional features such as keypoints are missing (e.g.,wall), there
seems tremendous potential to support existing 3D reconstruction pipelines.

Even though coplanarity matching is a promising direction, current approaches
lack strong per-plane feature descriptors for establishing putative matches be-
tween disparate observations. As a consequence, coplanarity priors have only
been used in the context of frame-to-frame tracking [3] or in post-process steps
for re�ning a global optimization [4]. We see this as analogous to the relationship
between ICP and keypoint matching: just as ICP only converges with a good
initial guess for pose, current methods for exploiting coplanarity areunable to
initialize a reconstruction process from scratch due to the lack ofdiscriminative
coplanarity features.

This paper aims to enable global,ab initio coplanarity matching by introduc-
ing a discriminative feature descriptor for planar patches of RGB-D images. Our
descriptor is learned from data to produce features whose L2 di�erence is predic-
tive of whether or not two RGB-D patches from di�erent frames are coplanar. It
can be used to detect pairs of coplanar patches in RGB-D scanswithout an ini-
tial alignment, which can be used to �nd loop closures or to provide coplanarity
constraints for global alignment (see Figure 1).

A key novel aspect of this approach is that it focuses on detection of copla-
narity rather than overlap. As a result, our plane patch features can be used to
discover long-range alignment constraints (like \loop closures") between distant,
non-overlapping parts of the same large surface (e.g., by recognizing carpets on
































