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Abstract. Object detection is a fundamental and important problem
in computer vision. Although impressive results have been achieved on
large/medium sized objects in large-scale detection benchmarks (e.g. the
COCO dataset), the performance on small objects is far from satisfac-
tory. The reason is that small objects lack sufficient detailed appearance
information, which can distinguish them from the background or similar
objects. To deal with the small object detection problem, we propose
an end-to-end multi-task generative adversarial network (MTGAN). In
the MTGAN, the generator is a super-resolution network, which can
up-sample small blurred images into fine-scale ones and recover detailed
information for more accurate detection. The discriminator is a multi-
task network, which describes each super-resolved image patch with a
real/fake score, object category scores, and bounding box regression off-
sets. Furthermore, to make the generator recover more details for easier
detection, the classification and regression losses in the discriminator are
back-propagated into the generator during training. Extensive experi-
ments on the challenging COCO dataset demonstrate the effectiveness
of the proposed method in restoring a clear super-resolved image from a
blurred small one, and show that the detection performance, especially
for small sized objects, improves over state-of-the-art methods.

Keywords: Small Object Detection; Super-resolution; Multi-task; Gen-
erative Adversarial Network; COCO

1 Introduction

Object detection is a fundamental and important problem in computer vision.
It is usually a key step towards many real-world applications, including image
retrieval, intelligent surveillance, autonomous driving, etc. Object detection has
been extensively studied over the past few decades and huge progress has been
made with the emergence of deep convolutional neural networks. Currently, there
are two main frameworks for CNN-based object detection: (i) the one-stage

⋆ Equal contribution.



2 Yancheng Bai, Yongqiang Zhang, Mingli Ding and Bernard Ghanem

framework, such as YOLO [27] and SSD [24], which applies an object classifier
and regressor in a dense manner without objectness pruning; and (ii) the two-
stage framework, such as Faster-RCNN [29], RFCN [3] and FPN [22], which
extracts object proposals followed by per-proposal classification and regression.

(a) Large (b) Medium (c) Small

Fig. 1. The overall error analysis of the performance of the FPN detector [22] over
all categories on the large, medium, and small subsets of the COCO dataset [23],
respectively. The plots in each sub-image are a series of precision-recall curves under
different evaluation settings defined in [23]. From the comparisons, we can see that
there is a large gap between the performance of small and large/medium sized objects.

Object detectors of both frameworks have achieved impressive results on ob-
jects of large/medium size in large-scale detection benchmarks (e.g. the COCO
dataset [23]) as shown in Figure 1(a) and 1(b). However, the performance on
small sized objects (defined as in [23]) is far from satisfactory as shown in Fig-
ure 1(c). From the comparisons, we can see that there is a large gap between
the performance of small and large/medium sized objects. The main difficulty
for small object detection (SOD) is that small objects lack appearance infor-
mation needed to distinguish them from background (or similar categories) and
to achieve better localization. To achieve better detection performance on these
small objects, SSD [24] exploits the intermediate conv feature maps to repre-
sent small objects. However, the shallow fine-grained conv feature maps are less
discriminative, which leads to many false positive results. On the other hand,
FPN [22] uses the feature pyramid to represent objects at different scales, in
which low-resolution feature maps with strong semantic information are up-
sampled and fused with the high-resolution feature maps with weak semantic
information. However, up-sampling might generate artifacts, which can degrade
detection performance.

To deal with the SOD problem, we propose a unified end-to-end convolutional
neural network based on the classical generative adversarial network (GAN)
framework, which can be incorporated into any existing detector. Following the
structure of the seminal GAN work [9, 21], there are two sub-networks in our
model: a generator network and a discriminator network. In the generator, a
super-resolution network (SRN) is introduced to up-sample a small object im-
age to a larger scale. Compared to directly resizing the image with bilinear
interpolation, SRN can generate images of higher quality and less artifacts at
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large up-scaling factors (4× in our current implementation). In the discrimi-
nator, we introduce the classification and regression branches for the task of
object detection. The real and generated super-resolved images pass through
the discriminator network that jointly distinguishes whether they are real or
generated high-resolution images, determines which classes they belong to, and
refines the predicted bounding boxes. More importantly, the classification and
regression losses are further back-propagated to the generator, which encourages
the generator to produce higher quality images for easier classification and better
localization.
Contributions. This paper makes the following three main contributions. (1)
A novel unified end-to-end multi-task generative adversarial network (MTGAN)
for small object detection is proposed, which can be incorporated with any exist-
ing detector. (2) In the MTGAN, the generator network produces super-resolved
images and the multi-task discriminator network is introduced to distinguish the
real high-resolution images from fake ones, predict object categories, and refine
bounding boxes, simultaneously. More importantly, the classification and regres-
sion losses are back-propagated to further guide the generator network to pro-
duce super-resolved images for easier classification and better localization. (3)
Finally, we demonstrate the effectiveness of MTGAN within the object detection
pipeline, where detection performance improves a lot over several state-of-the-art
baseline detectors, primarily for small objects.

2 Related Work

2.1 General Object Detection

As a classic topic, numerous object detection systems have been proposed dur-
ing the past decade or so. Traditional object detection methods are based on
handcrafted features and the deformable part model (DPM). Due to the lim-
ited representation of handcrafted features, traditional object detectors register
subpar performance, particularly on small sized objects.

In recent years, superior performance in image classification and scene recog-
nition has been achieved with the resurgence of deep neural networks including
CNNs [19, 32, 34]. Similarly, the performance of object detection has been signif-
icantly boosted due to richer appearance and spatial representations, which are
learned by CNNs [7] from large scale image datasets. Currently, a CNN-based
object detector can be simply categorized as belonging to one of two frame-
works: the two stage framework and the one stage framework. The region-based
CNN (RCNN) [7] can be considered as a milestone of the two stage framework
for object detection and it has achieved state-of-the-art detection performance.
Each region proposal is processed separately in RCNN [7], which is very time-
consuming. After that, ROI-Pooling is introduced in Fast-RCNN [6], which can
share the computation between the proposal extraction and classification steps,
thus improving the efficiency greatly. By learning both these stages end-to-end,
Faster RCNN [29] has registered further improvement in both detection perfor-
mance and computational efficiency. However, all detectors of this framework
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show unsatisfactory performance on small objects in the COCO benchmark,
since they do not have any explicit strategy to deal with such objects. To de-
tect small objects better, FPN [22] combines the low-resolution, semantically
strong features with high-resolution, semantically weak features via a top-down
pathway and lateral connections, in which the learned conv feature maps are ex-
pected to contain strong semantic information for small objects. Because of this,
FPN shows superior performance over Faster RCNN for the task of detecting
small objects. However, the low-resolution feature maps in FPN are up-sampled
to create the feature pyramid, a process which tends to introduce artifacts into
the features and consequently degrades detection performance. Compared to
FPN, our proposed method employs the super-resolution network to generate
images with high-resolution (4× up-scaling) from images with low-resolution,
thus, avoiding the artifact problem caused by the up-sampling operator in FPN.

In the one stage framework, the detector directly classifies anchors into spe-
cific classes and regresses bounding boxes in a dense manner. For example, in
SSD [24] (a typical one-stage detector), the low-level intermediate conv feature
maps of high-resolution are used to detect small objects. However, these conv

features usually only capture basic visual patterns void of strong semantic in-
formation, which may lead to many false positive results. Compared to SSD-like
detectors, our discriminator uses deep strong semantic features to better repre-
sent small objects, thus, reducing the false positive rate.

2.2 Generative Adversarial Networks

In the seminal work [9], the generative adversarial network (GAN) is intro-
duced to generate realistic-looking images from random noise inputs. GANs have
achieved impressive results in image generation [4], image editing [35], represen-
tation learning [25], image super-resolution [21] and style transfer [16]. Recently,
GANs have been successfully applied to super-resolution (SRGAN) [21], leading
to impressive and promising results. Compared to super-resolution on natural
images, images of specific objects in the COCO benchmark for example are full
of diversity (e.g. blur, pose and illumination), thus, making the super-resolution
process on these images much more challenging. In fact, the super-resolution
images generated by SRGAN are blurred especially for low-resolution small ob-
jects, which is not helpful to train an accurate object classifier. To alleviate this
problem, we introduce novel losses into the loss function of the generator, i.e. the
classification and regression losses are back-propagated to the generator network
in our proposed MTGAN, which further guides the generator to reconstruct finer
super-resolved images for easier classification and better localization.

3 MTGAN for Small Object Detection

In this section, we introduce the proposed method in detail. First, we give a
brief description of the classical GAN network to lay the context for describing
our proposed Multi-Task GAN (MTGAN) for small object detection. Then, the
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Fig. 2. The pipeline of the proposed small object detection system (SOD-MTGAN).
(A) The images are fed into the network. (B) The baseline detector can be any type
of detector (e.g. Faster RCNN [29], FPN [22], or SSD [24]). It is used to crop positive
(i.e. objects) and negative (i.e. background) examples from input images for training
the generator and discriminator networks, or generate regions of interest (ROIs) for
testing. (C) The positive and negative examples (or ROIs) are generated by off-the-shelf
detectors. (D) The generator sub-network reconstructs a super-resolved version (4× up-
scaling) of the low-resolution input image. (D) The discriminator network distinguishes
the real from the generated high-resolution images, predicts the object categories, and
regresses the object locations, simultaneously. The discriminator network can use any
typical architecture like AlexNet [20], VGGNet [32] or ResNet [12] as the backbone
network. We use ResNet-50 or ResNet-101 in our experiments.

whole architecture of our framework is described (refer to Figure 2 for an illus-
tration). Finally, we present each part of our MTGAN network and define the
loss functions for training the generator and discriminator, respectively.

3.1 GAN

GAN [9] learns a generator network G and a discriminator network D simul-
taneously via an adversarial process. The training process alternately optimizes
the generator and discriminator, which are in competition with each other. The
generator G is trained to produce samples to fool the discriminator D, and D is
trained to distinguish real from fake images produced by G. The GAN loss to
be optimized is defined as follows:

LGAN (G,D) = Ex∼pdata(x)[logDθ(x)] + Ez∼pz(z)[log(1−Dθ(Gω(z)))], (1)

where z is random noise, x denotes the real data, θ and ω denote the parameters
of D and G respectively. Here, G tries to minimize the objective function, while
D tries to maximize it as Eq (2):

argmin
G

max
D

LGAN (G,D) (2)

Similar to [9, 21], we design a generator network Gw, which is optimized in an
alternating manner with discriminator network Dθ seeking to jointly solve the
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Table 1. The architecture of the generator and discriminator network. “conv” and
“layer*” represent the convolutional layer, “x5” denotes a residual block which has 5
convolutional layers, “de-conv” means a up-sampling convolutional layer, “2x” denotes
up-sampling by a factor of 2, and “fc” indicates a fully connected layer. Note that we
only post the architecture of the discriminator network with ResNet-50.

Generator Discriminator (ResNet-50)

Layer conv conv x5 conv de-conv de-conv conv conv layer1 layer2 layer3 layer4 fc
Kernel Num. 64 64 64 256 256 3 64 128 256 512 1024 3
Kernel Size 9 3 3 3 3 9 3 1 1 1 1 -
Stride 1 1 1 2x 2x 1 2 1 2 2 2 -

super-resolution, object classification, and bounding box regression problems for
small object detection. Therefore, the overall loss is defined as follows:

argmin
w

max
θ

E(IHR,u,v)∼ptrain(IHR,u,v)[logDθ(I
HR

, u, v)]+

E(ILR,u,v)∼pG(ILR,u,v)[log(1−Dθ(Gw(I
LR), u, v))],

(3)

where ILR and IHR denote low-resolution and high-resolution images, respec-
tively. u is the class label and v is the ground-truth bounding-box regression
target. Unlike [9], the input of our generator is a low-resolution image rather
than random noise. Compared to [21], we have multiple tasks in the discrimi-
nator, where we distinguish the generated super-resolved images vs. real high-
resolution images, classify the object category, and regress the object location
jointly. Specifically, the general idea behind Eq (3) is that it allows one to train
a generator G with the goal of fooling a differentiable discriminator D that is
trained to distinguish super-resolved images from real high-resolution images.
Furthermore, our method (SOD-MTGAN) extends classical SRGAN [21] by
adding two more parallel branches to classify the categories and regress the
bounding boxes of candidate ROI images. Moreover, the classification loss and
regression loss in the discriminator are back-propagated to the generator to fur-
ther promote it to produce super-resolved images that are also suitable for easier
classification and better localization. In the following subsection, we introduce
the architecture of the MTGAN and the training losses in detail.

3.2 Network Architecture

Our generator takes low-resolution images as input, instead of random noise,
and outputs super-resolved images. For the purpose of object detection, the dis-
criminator is designed to distinguish generated super-resolved images from real
high-resolution images, classify the object categories, and regress the location
jointly.

Generator Network (Gw). As shown in Table 1 and Figure 2, we adopt
a deep CNN architecture which has shown effectiveness for image de-blurring
in [13] and face detection in [1]. Different from [13], our generator includes up-
sampling layers (i.e. de-conv in Table 1). There are two up-sampling fractionally-
strided conv layers, three conv layers, and five residual blocks in the network.
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Particularly, in these residual blocks, we use two conv layers with 3x3 kernels
and 64 feature maps followed by batch-normalization layers [15] and parametric
ReLU [11] as the activation function. Each de-convolutional layer consists of
learned kernels, which up-samples a low-resolution image to a 2× super-resolved
image, which is usually better than re-sizing the same image by an interpolation
method [5, 17, 33].

Our generator first up-samples low-resolution small images, which include
both object and background candidate ROI images, to 4× super-resolved im-
ages via the de-convolutional layers, and then performs convolution to produce
corresponding clear images. The outputs of the generator (clear super-resolved
images) are easier for the discriminator to classify as fake or real and to perform
object detection (i.e. object classification and bounding-box regression).

Discriminator Network (Dθ). We employ ResNet-50 or ResNet-101 [12]
as our backbone network in the discriminator, and Table 1 shows the architecture
of the ResNet-50 network. We add three parallel fc layers behind the last average
pooling layer of the backbone network, which play the role of distinguishing the
real high-resolution images from the generated super-resolved images, classifying
object categories, and regressing bounding boxes, respectively. For this specific
task, the first fc layer (called fcGAN ) uses a sigmoid loss function [26], while
the classification fc layer (called fccls) and regression fc layer (called fcreg) use
the softmax and smooth L1 loss [6] functions, respectively.

The input of the discriminator is a high-resolution ROI image, and the output
of the fcGAN branch is the probability (pGAN ) of the input image being a real
image, the output of fccls branch is the probability (pcls = (p0, ..., pK)) of the
input image being each ofK+1 object categories, and the output of fcreg branch
is the bounding-box regression offsets (t = (tx, ty, tw, th)) for the ROI candidate.

3.3 Overall Loss Function

We adopt the pixel-wise and adversarial losses from some state-of-the-art GAN
approaches [21, 16] to optimize our generator. In contrast to [21], we remove the
feature matching loss to decrease the computational complexity without sacrific-
ing much in generation performance. Furthermore, we introduce the classification
and regression losses into the generator objective function to drive the generator
network to recover fine details from small scale images for easier detection.

Pixel-wise Loss. The input of our generator network is small ROI images
instead of random noise [9]. A natural and simple way to enforce the output of
the generator (i.e. the super-resolved images) to be close to the ground-truth
images is by minimizing the pixel-wise MSE loss, and it is computed as Eq (4):

LMSE(w) =
1

N

N
∑

i=1

‖Gw(I
LR
i )− I

HR
i ‖2, (4)

where ILR
i , Gw(I

LR
i ) and IHR

i denote small low-resolution images, generated
super-resolved images, and real high-resolution images, respectively.G represents
the generator network, and w denotes its parameters. However, it is known



8 Yancheng Bai, Yongqiang Zhang, Mingli Ding and Bernard Ghanem

that the solution to the MSE optimization problem usually lacks high-frequency
content, which results in blurred images with overly smooth texture.

Adversarial Loss. To achieve more realistic results, we introduce the ad-
versarial loss [21] to the objective loss, defined as Eq(5):

Ladv =
1

N

N
∑

i=1

log(1−Dθ(Gw(I
LR
i ))) (5)

The adversarial loss encourages the network to generate sharper high-frequency
details so as to fool the discriminator D. In Eq (5), Dθ(Gw(I

LR
i )) denotes the

probability of the resolved image Gw(I
LR
i ) being a real high-resolution image.

Classification Loss. In order to complete the task of object detection and to
make the generated images easier to classify, we introduce the classification loss
to the overall objective. Let {ILR

i , i = 1, 2, . . . , N} and {IHR
i , i = 1, 2, . . . , N}

denote low-resolution images and real high-resolution images respectively, and
{ui, i = 1, 2, . . . , N} represent their corresponding labels, where ui ∈ {0, ...,K}
indicates the object category. As such, we formulate the classification loss as:

Lcls(p, u) =
1

N

N
∑

i=1

−(log(Dcls(Gw(I
LR
i ))) + log(Dcls(I

HR
i ))) (6)

where pILR

i

= Dcls(Gw(I
LR
i )) and pIHR

i

= Dcls(I
HR
i )) denote the probabilities of

the generated super-resolved image and the real high-resolution image belonging
to the true category ui, respectively.

In our method, our classification loss plays two roles. First, it guides the
discriminator to learn a classifier that classifies high-resolution images, albeit
generated super-resolved and real high-resolution images, as real or fake. Second,
it promotes the generator to recovery sharper images for easier classification.

Regression Loss. To enable more accurate localization, we also introduce
a bounding box regression loss [6] to the objective function, defined in Eq (7):

Lreg(t, v) =
1

N

N
∑

i=1

∑

j∈{x,y,w,h}

[ui ≥ 1](SL1
(tHR

i,j − vi,j) + SL1
(tSR

i,j − vi,j)) (7)

in which,

SL1
(x) =

{

0.5x2 if |x| < 1
|x| − 0.5 otherwise

(8)

where vi = (vi,x, vi,y, vi,w, vi,h) denotes a tuple of the true bounding-box re-
gression target, and ti = (ti,x, ti,y, ti,w, ti,h) denotes the predicted regression
tuple. tHR

i and tSR
i denote the tuples for the i-th real high-resolution and gener-

ated super-resolved images, respectively. The bracket indicator function [ui ≥ 1]
equals to 1 when ui ≥ 1 and 0 otherwise. For a more detailed description of the
regression loss, we refer the reader to [6].

Similar to the classification loss, our regression loss also has two purposes.
First, it encourages the discriminator to regress the location of the object candi-
dates cropped from the baseline detector. Second, it promotes the generator to
produce super-resolved images with fine details for more accurate localization.
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Objective Function. Based on the above analysis, we combine the adver-
sarial loss in Eq (5), classification loss in Eq (6) and regression loss in Eq (7) with
the pixel-wise MSE loss in Eq (4). As such, our GAN network can be trained by
optimizing the objective function in Eq (9):

max
θ

min
w

1

N

N
∑

i=1

α(log(1−Dθ(Gw(I
LR
i ))) + logDθ(I

HR
i ))+

1

N

N
∑

i=1

−β(log(Dcls(Gw(I
LR
i ))) + log(Dcls(I

HR
i )))+

1

N

N
∑

i=1

γ
∑

j∈{x,y,w,h}

[ui ≥ 1](SL1
(tHR

i,j − vi,j) + SL1
(tSR

i,j − vi,j))+

1

N

N
∑

i=1

‖Gw(I
LR
i )− I

HR
i ‖2

(9)

where α, β, and γ are weights trading off the different terms. These weights are
cross-validated in our experiments.

Directly optimizing Eq (9) with respect to w for updating generator G makes
w diverge to infinity rapidly, since large w always makes the objective attain a
large loss. For better behavior, we optimize the objective function in a fixed
point optimization manner, as done in previous GAN work [21, 16]. Specifically,
we optimize for the parameter w of generator G while keeping the discriminator
D fixed and then update its parameter θ keeping the generator fixed. Below are
the resulting two sub-problems that are iteratively optimized as:

min
w

1

N

N
∑

i=1

(α log(1−Dθ(Gw(I
LR
i )))− β log(Dcls(Gw(I

LR
i ))))+

1

N

N
∑

i=1

γ
∑

j∈{x,y,w,h}

[ui ≥ 1]SL1
(tSR

i,j − vi,j) +
1

N

N
∑

i=1

‖Gw1(I
LR
i )− I

HR
i ‖2

(10)

and

min
θ

1

N

N
∑

i=1

−α(log(1−Dθ(Gw(I
LR
i ))) + logDθ(I

HR
i ))+

1

N

N
∑

i=1

−β(log(Dcls(Gw(I
LR
i ))) + log(Dcls(I

HR
i )))+

1

N

N
∑

i=1

γ
∑

j∈{x,y,w,h}

[ui ≥ 1](SL1
(tHR

i,j − vi,j) + SL1
(tSR

i,j − vi,j))

(11)

The loss function of generator G in Eq(10) consists of adversarial loss Eq(5),
MSE loss Eq(4), classification loss Eq(6) and regression loss Eq(7), which enforce
that the reconstructed images be similar to real, object specific, and localizable
high-resolution images with high-frequency details. Compared to the previous
GANs, we add the classification and regression losses of generated super-resolved
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object images to the generator loss. By introducing these two losses, the super-
resolved images recovered from the generator network are more realistic than
those optimized by only using the adversarial and MSE losses.

The loss function of discriminator D in Eq (11) introduces the classification
loss Eq (6) and the regression loss Eq (7). The function of classification loss is to
classify the categories of the real high-resolution and generated super-resolved
images, which is parallel to the basic formulation of GAN [9] to distinguish real
or generated high-resolution images. In the field of small object detection, as we
all know, a few pixel drift may make the predicted bounding-boxes fail to fulfill
the evaluation criteria. Therefore, we introduce the regression loss (regression
branch) into the discriminator network for better localization.

4 Experiments

In this section, we validate our proposed SOD-MTGAN detector on a challenging
public object detection benchmark (i.e. COCO dataset [23]), where includes
some ablation studies and comparisons against other state-of-the-art detectors.

4.1 Training and Validation Datasets

We use the COCO dataset [23] for all experiments. As stated in [23], there are
more small objects than large/medium objects in the dataset, approximately
41% of objects are small (area < 322). Therefore, we use this dataset for training
and validating the proposed method. For the object detection task, there are
125K images taken in natural settings and of everyday life (i.e. objects with much
diversity). 80K/40K/5K of the data is randomly selected for training, validation,
and testing, respectively. Following previous works [2, 22], we use the union of 80k
training images and a subset of 35k validation images (trainval135k) for training,
and report ablation results on the remaining 5k validation images (minival).

During evaluation, the COCO dataset is divided into three subsets (small,
medium, and large) based on the areas of objects. The medium and large subsets
contain objects with an area larger than 322 and 962 pixels, respectively, while
the small subset contains objects with an area less than 322 pixels. In this paper,
we focus on small object detection using our proposed MTGAN network. We
report the final detection performance using the standard COCO metrics, which
include AP (averaged over all IoU thresholds, i.e. [0.5:0.05:0.95]), AP50, AP75

and APS , APM , APL (AP at different scales).

4.2 Implementation Details

In the generator network, we set the trade-off weights α = 0.001, β = γ = 0.01.
The generator network is trained from scratch and the weights in each layer
are initialized with a zero-mean Gaussian distribution with standard deviation
0.02, and the biases are initialized with 0. To avoid undesirable local optima, we
first train an MSE-based SR network to initialize the generator network. For the
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Table 2. The detection performance (AP) of our proposed method SOD-MTGAN
against the baseline methods on the COCO minival subset. The AP performance of
Faster RCNN [29] and Mask-RCNN [10] are provided by [8]. Obviously, SOD-MTGAN
outperforms the baseline methods, especially on the small subset where the AP per-
formance increases more than 1.5%.

Methods Backbone AP AP50 AP75 APS APM APL

Faster-RCNN (Baseline) ResNet-50-C4 36.5 57.3 39.3 18.4 40.6 50.6
SOD-MTGAN (Ours) ResNet-50 37.2 57.7 40.2 19.9 41.1 51.2

Mask-RCNN (Baseline) ResNet-101-FPN 40.9 61.9 44.8 23.5 44.2 53.9
SOD-MTGAN (Ours) ResNet-101 41.5 62.5 45.4 25.1 44.6 54.1

discriminator network, we employ the ResNet-50 or ResNet-101 [12] model pre-
trained on ImageNet as our backbone network and add three parallel fc layers
as described in Section 3.2. The fc layers are initialized by a zero-mean Gaussian
distribution with standard deviation 0.1, and biases initialized with 0.

Our baseline detectors are based on Faster RCNN with ResNet50-C4 [12]
and FPN with ResNet101 [22]. All hyper-parameters of the baseline detectors
are adopted from the setup in [10]. For training our generator and discrimi-
nator networks, we crop positive and negative ROI examples from COCO [23]
trainval135k set with our baseline detectors. The corresponding low-resolution
images are generated by down-sampling the high-resolution images using bicubic
interpolation with a factor 4. During testing, 100 ROIs are cropped by our base-
line detector and then fed to our MTGAN network to produce final detection.

During training, we use the Adam optimizer [18] for the generator and the
SGD optimizer for the discriminator network. The learning rate for SGD is ini-
tially set to 0.01 and then reduced by a factor of 10 after every 40k mini-batches.
Training is terminated after a maximum of 80k iterations. We alternately update
the generator and discriminator network as in [9]. Our system is implemented
in PyTorch, and the source code will be made publicly available.

4.3 Ablation Studies

We first compare our proposed method with the baseline detectors to prove
the effectiveness of the MTGAN for small object detection. Moreover, we verify
the positive influence of the regression branch in the discriminator network by
comparing the AP performance with/without this branch. Finally, to validate
the contribution of each loss (adversarial, classification, and regression) in the
loss function of the generator, we also conduct ablation studies by gradually
adding each of them to the pixel-wise MSE loss. Unless otherwise stated, all the
ablation studies use the ResNet-50 as the backbone network in the discriminator.

Influence of the Multi-task GAN (MTGAN). Table 2 (the 2nd vs. 3rd

row and the 4th vs. 5th row) compares the performance of the baseline detectors
against our method on the COCO minival subset. From Table 2, we observe
that the performance of our MTGAN with ResNet-50 outperforms Faster-RCNN
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Fig. 3. Some examples of super-resolved images generated by our MTGAN network
from small low-resolution patches. The first column of each image group depicts the
original low-resolution image, which is upsampled 4× for visualization. The second
column is the ground truth high-resolution image, while the third column is the corre-
sponding super-resolved image generated by our generator network.

(the ResNet-50-C4 detector) by a sizable margin (i.e. 1.5% in AP) on the small
subset. Similarly, MTGAN with ResNet-101 improves over the FPN detector
with ResNet-101 by 1.6% in AP. The reason is that the baseline detectors perform
the down-sampling operations (i.e. convolution with stride 2) when extracting
conv feature maps. The small objects themselves contain limited information,
and the majority of the detailed information will be lost after down-sampling.
For example, if the input is a 16×16 pixel object ROI, the result is a 1×1 C4
feature map and nothing is preserved for the C5 feature map. These limited
conv feature maps degrade the detection performance for such small objects.
In contrast, our method up-samples the low-resolution image to a fine scale,
thus, recovering the detailed information and making detection possible. Figure
3 shows some super-resolved images generated by our MTGAN generator.

Influence of the regression branch. As shown in Figure 1, imperfect
localization is one of the main sources of detection error. This especially the
case for small sized objects, where small shifts in their bounding boxes lead
to failed detections when the standard strict evaluation criteria are used. The
regression branch in the discriminator can further refine bounding boxes and lead
to more accurate localization. From Table 3 (1st and 5th row), we see that the AP
performance on the small object subset improves by 0.9% when the regression
branch is added, thus, demonstrating its effectiveness on the detection pipeline.

Influence of the adversarial loss. Table 3 (the 2nd and 5th row) shows
that the AP on the small subset drops by 0.5% without the adversarial loss. The
reason is that the generated images without adversarial loss are over-smooth
and lack high frequency information, which is important for object detection.
To encourage the generator to produce high-quality images for better detection,
we use the adversarial loss to train our generator network.

Influence of the classification loss. From Table 3 (the 3rd and 5th row),
we see that the AP performance increases by about 1% on the small subset when
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Table 3. Performance of our SOD-MTGAN model trained with and without the re-
gression branch, adversarial loss, classification loss, and regression loss on the COCO
minival subset. “reg+” indicates the regression branch in the discriminator, “adv”
denotes the adversarial loss in Eq (5), “cls” represents the classification loss in Eq (6),
and “reg” indicates the regression loss in Eq (7).

Methods AP AP50 AP75 APS APM APL

w/o reg+ branch 36.7 57.5 39.8 19.0 40.9 49.9
w/o adv loss 37.0 57.6 40.0 19.4 41.0 51.0
w/o cls loss 36.8 57.6 39.9 19.2 41.1 50.3
w/o reg loss 36.7 57.6 39.7 19.1 41.1 50.2

SOD-MTGAN (Ours) 37.2 57.7 40.2 19.9 41.2 51.2

the classification loss is incorporated. Clearly, this validates the claim that the
classification loss promotes the generator to recover finer detailed information
for better classification. In doing so, the discriminator can exploit the fine details
to predict the correct category of the ROI images.

Influence of the regression loss. As shown in Table 3 (the 4th and 5th

row), the AP performance increases by nearly 1% on the small subset by using
the regression loss to train the generator network. Similar to the classification
loss, the regression loss drives the generator to recover some fine details for better
localization. The increased AP demonstrates the necessity of the regression loss
in the generator loss function.

4.4 State-of-the-Art Comparison

We compare our proposed method (SOD-MTGAN) with several state-of-the-
art object detectors [24, 28, 12, 22, 14, 31, 10] on the COCO test − dev subset.
Table 4 lists the performance of every detector, from which we conclude that
our method surpasses all other state-of-the-art methods on all subsets. More
importantly, our SOD-MTGAN achieves the highest performance (24.7%) on
the small subset, outperforming the second best object detector by about 3%.
This AP improvement is most notable for the small object subset, which clearly
demonstrates the effectiveness of our method on small object detection.

4.5 Qualitative Results

Figure 4 shows some detection results generated by the proposed SOD-MTGAN
detector. We observe that our method successfully finds almost all the objects,
even though some ones are very small. This demonstrates the effectiveness of our
detector on the small object detection problem. Figure 4 shows some failure cases
including some false negative and positive results, which indicate that there is
still room for progress in further improving small object detection performance.
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Table 4. The performance (AP) of the proposed SOD-MTGAN detector and other
state-of-the-art methods on COCO test−dev subset. “+++” denotes the more complex
training/test stages, which includes multi-scale train/test, horizontal flip train/test and
OHEM [30] in the Faster RCNN.

Methods Backbone AP AP50 AP75 APS APM APL

SSD512 [24] VGG16 26.8 46.5 27.8 9.0 28.9 41.9
YOLO9000 [28] Darknet-19 21.6 44.0 19.2 5.0 22.4 35.5

Faster RCNN+++ [12] ResNet-101-C4 34.9 55.7 37.4 15.6 38.7 50.9
FPN [22] ResNet-101-FPN 36.2 59.1 39.0 18.2 39.0 48.2

G-RMI [14] Inception-ResNet-v2 34.7 55.5 36.7 13.5 38.1 52.0
TDM [31] Inception-ResNet-v2-TDM 36.8 57.7 39.7 16.2 39.8 52.1

Mask RCNN [10] ResNeXt-101-FPN 39.8 62.3 43.4 22.1 43.2 51.2

SOD-MTGAN (Ours) ResNet-101 41.4 63.2 45.4 24.7 44.2 52.6

Fig. 4. Qualitative results of the SOD-MTGAN detector. Green and red boxes denote
the ground-truths and the results of our method. Best seen in color and zoomed in.

5 Conclusion

In this paper, we propose an end-to-end multi-task GAN (MTGAN) to detect
small objects in unconstrained scenarios. In the MTGAN, the generator upsam-
ples the small blurred ROI images to fine-scale clear images, which are passed
through the discriminator for classification and bounding box regression. To re-
cover detailed information for better detection, the classification and regression
losses in the discriminator are propagated back to the generator. Extensive ex-
periments on the COCO dataset demonstrate that our detector improves state-
of-the-art AP performance in general, where the largest improvement is observed
for small sized objects.
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