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Abstract

Fully convolutional neural networks (FCNs) have shown

outstanding performance in many computer vision tasks

including salient object detection. However, most deep

learning-based saliency detection models are too compli-

cated. They cause difficulties in training. Additionally, the

performance of those overly complex deep learning models

is limited, and the price performance ratio of those com-

plex models is very low. To address the problems of exist-

ing deep-learning-based methods, we introduce a new re-

search field called saliency contour detection and design

a new dataset for saliency contour detection. Inspired by

the human sketching process, we propose a novel contour-

aware algorithm using FCNs with a twice learning strategy

for saliency detection, which imitates and dissects the pro-

cess of human cognition. Extensive experimental evalua-

tions demonstrate the effectiveness of our proposed method

against other outstanding methods.

1. Introduction

The human visual system possesses a focusing ability,

which can rapidly search and screen out the salient object in

various scenes. This kind of process is called the attention

mechanism. Today, in order to solve the urgent problem of

efficiently extracting useful data from the complicated data

on the internet, we should learn from the human visual at-

tention mechanism. Saliency detection is a basic research

topic in computer vision. It conforms to the human visual

cognition process and can simulate the human visual sys-

tem to process visual information. Saliency detection can

be applied in many fields, such as object tracking[28], im-

age compression[27] etc. A number of saliency detection

models have been proposed in the past two decades[3]. Al-

though much effort has been made, saliency detection is still

a challenging problem.

Traditional saliency detection methods employed low-

level features and heuristic priors which are neither robust
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Figure 1. Painting cognitive process.
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Figure 2. The difference between image edge and image salient

contour.

enough to discover salient objects in complicated scenes,

nor able to capture high-level semantic knowledge. With

the development of deep neural networks (DNNs), the

drawbacks of traditional methods have been partially over-

come. They can capture high-level semantic information

over hand-crafted features, and thus are more effective in

locating salient regions, leading to more accurate results in

complicated scenes.

However, most deep learning-based saliency detection

models are too complicated, and cause difficulties in train-

ing. Training such models requires a large dataset and is

time-consuming. At the same time, the performance of

those overly complex deep learning models is limited, and

the price performance ratio of those complex models is very

low. It is the lack of understanding of the human brain cog-

nitive process that causes those problems. Figuring out the

simplest network model and the strategy that fits the hu-

man brain cognitive process as much as possible to solve

the above problem is worthy of study.

The proposed method is based on the human brain cog-

nitive process and is inspired by the human sketching pro-

cess. As shown in Figure 1, when an artist wants to copy
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Figure 3. Overview of the main framework of our proposed approach.

an image, the operations to be performed in turn are: se-

lecting salient objects, drawing a frame of salient objects,

drawing internal details of salient objects, coloring salient

objects, drawing scenes, and coloring. Inspired by the pro-

cess of human copying, we believe that most of the tradi-

tional methods and neural network-based methods can not

express the salient contour information of the image well

(Figure 2), which often causes problems such as blurred

edges and inaccurate contours. For this problem, this paper

speculates that, first, the neural network does not follow the

human brain cognitive process. The network does not un-

derstand the process of copying, and does not learn the con-

tour information in advance, but rather directly detects the

salient part of the image. Second, the direct learning of the

saliency detection through the neural network is too com-

plex, so the learning performance is not ideal. Therefore,

this paper believes that the complex process of saliency de-

tection should be simplified. The saliency detection should

imitate the cognitive process of human brain. We should

control the learning process of neural network, and gradu-

ally obtain the results of salient object detection.

In this paper, a novel contour-aware algorithm using

FCN with twice learning strategy for saliency detection is

proposed. We solve the problem of deep learning-based

models being too complicated and difficult to train. This

paper utilizes the characteristics of human brain cognition,

and first proposes the research field of saliency contour de-

tection. A new salient contour detection dataset is designed.

At the same time, the proposed saliency detection algo-

rithm based on the twice learning strategy is in line with

the cognitive process of humans and simulates the painting

process to detect salient objects. The proposed method is

divided into two learning stages. The first learning stage

is the saliency contour detection, and the second learning

stage is the saliency filling process. In addition, these two

learning phases are based on a simple and effective con-

volutional network designed by us. Supplemented by the

twice learning strategy, the detection model is simple and

effective. Experimental results also show that our proposed

method achieves competitive performance.

2. Related work

Conventional methods employed hand-crafted visual

features. Jiang et al. [11] formulate saliency detection via

an absorbing Markov chain on an image graph model. Yang

et al. [21] rank the similarity of the image regions with

foreground cues or background cues via graph-based man-

ifold ranking. More comprehensive analysis of these hand-

crafted feature based methods can be found in [2]. Since the

traditional methods are not robust in complex scenes, nei-

ther are capable of capturing semantic objects. Deep learn-

ing methods are used to overcome these problems. Much

research efforts have been made to develop various deep

architectures for useful features that characterize salient ob-

jects or regions. For instance, Zhu et al.[29] present a two-

channeled perceiving residual pyramid networks for gener-

ating high-resolution and high-quality results for saliency

detection. Li et al.[12] fine tune fully connected layers of

multiple CNNs to predict the saliency degree of each super-

pixel. Li et al.[15] propose a FCN trained under the multi-

task learning framework for saliency detection. Zhang et

al.[23] present a generic framework to aggregate multi-level

convolutional features for saliency detection. Deng et al[5]

propose a recurrent residual refinement network equipped

with residual refinement blocks for saliency detection. They

learn the residual between the intermediate saliency predic-

tion and the ground truth by alternatively leveraging the

low-level integrated features and the high-level integrated

features of a FCN. Although the proposed method is also

based on deep learning, the main difference between ours

and these methods is that they learn a model that directly

detect the salient object, while our method is divided into

the saliency contour detection and the saliency filling pro-

cess.



3. Proposed approach

This section introduces our proposed method. Since our

twice learning strategy is derived from the painting cogni-

tive process, we first introduce the painting process. Then,

we demonstrate the definition of saliency contour detection

and the production of the saliency contour detection dataset.

Finally, the twice learning network model is introduced.

3.1. Cognitive process of painting

To better understand our proposed method, we first in-

troduce the cognitive process of painting. The process of

the visual information of the human eye is usually divided

into three stages. First, the human eyes receive the visual

information. The second stage is the analysis of the in-

put information received by the human visual cortex. The

third stage is the process of the visual cortex of the brain

and other related neurocortex integrating to process the an-

alyzed information. During the second stage, the human

visual cortex will perceive and classify the received light,

and will first distinguish the basic elements of the image,

such as color, line, curvature, and angle. In view of this

cognitive process, it can also be understood from the pro-

cess of human sketching. As shown in Figure 1, if a painter

wants to paint a copy of of a object, the painter will first vi-

sually perceive the whole scene of the object to be copied.

Then, after the visually received input information is trans-

mitted to the human brain for visual nerve processing, the

artist’s brain will recognize it and determine the copying

object to be painted. This process is also the saliency de-

tection process mentioned in this paper. Next, the painter

begins to draw the desired object, and first draws a frame

of the copied object. After the frame is drawn, the details

and scenes are added, and then the entire image is colored.

Finally, a complete painting process is finished. The algo-

rithm of this paper is inspired by this process. Therefore, a

saliency detection method using the twice learning strategy

with salient contour perception is proposed, and an attempt

is made to simulate human brain visual cognition, which

makes the learning process understandable.

3.2. Saliency contour detection

The proposed algorithm is inspired by the visual cog-

nition process. We decompose the saliency detection pro-

cess into a saliency contour detection process and a saliency

contour filling process, thus obtaining a complete saliency

detection process. This section will introduce the saliency

contour detection.

The main purpose of research in the field of computer vi-

sion is to enable machines to have the ability to understand

a vision of the real world. Although there are many tasks in

computer vision, such as object recognition, object classi-

fication, object tracking, 3D reconstruction, etc., which en-
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Figure 4. New labels of the saliency contour detection dataset.

able machines to act like humans, these tasks are too com-

plex to enable the machine to understand the real object of

the task, so machines just learn to imitate. Therefore, it is

necessary to explore a new image structure that is conducive

to visual perception, and transform the complex image into

an intermediate rendering state by extracting the structural

information, so that the intermediate state can provide pow-

erful semantic information for high-level tasks.

This paper proposes the concept of saliency contour de-

tection for the first time. Saliency contour detection, as

shown in Figure 2, is different from traditional edge de-

tection. The saliency contour describes the contour of the

salient object. Saliency contour detection is the process of

detecting the external contour of a salient object in the im-

age. By detecting the saliency contour information, it can

play an auxiliary role for subsequent high-level computer

vision tasks.

Since there is no research in this field, this paper also

proposes a large-scale saliency contour detection dataset,

which is modified and integrated according to the existing

data set of saliency detection. The dataset acquisition pro-

cess is shown in Figure 4. First, we choose 5 authorita-

tive saliency detection datasets, which are MSRA10K[4],

DUT-OMRON[21], DUTS-TE[20], ECSSD[18] and HKU-

IS[13], containing 10,000 images, 5168 images, 5017 im-

ages, 1000 images, and 4447 images, respectively. Sub-

sequently, the Canny detection operator[8] is used to de-

tect the contour of the ground truth of those saliency

detection datasets. Finally, we get the ground truth of

the saliency contour detection dataset. In this paper, the

saliency contour detection dataset is divided into two cat-

egories. The first category is used for training and valida-

tion, called PKUSCA-TR. The training set consists of the

MSRA10K dataset with the newly marked saliency contour

truth map, containing 10,000 images. The second category



is used for testing, called PKUSCA-TE, which consists of

DUT-OMRON, DUTS-TE, ECSSD, and HKU-IS datasets

with newly labeled saliency contour truth maps, containing

15632 images.

3.3. Twice learning network model

3.3.1 Master network architecture

The details of the proposed saliency detection network ar-

chitecture are illustrated in Figure 3. Our master network is

based on the encoder-decoder architecture. It consists of a

contracting path and an expansive path. We use VGG [19]

as the encoder part of the proposed model. Additionally,

the copy-crop and multi-feature concatenation technique is

used in the proposed model. We utilize hierarchical features

in an effective way.

The details of our master network are as follows. Each

of the convolution layers is followed by a Batch Normaliza-

tion (BN) layer for improving the speed of convergence. To

add non-linearity, we use the Rectified Linear Unit (ReLU)

activation function. The convolution kernel size in our net-

work is 3 × 3. By adding more low-level features from the

early stage, the copy-crop technique is able to improve fine

details of the saliency map during the up-sampling stage.

Based on loss-fusion pattern, multi-feature concatena-

tion technique is used here for effectively combining both

low-level and high-level features for loss fusion and accu-

rate detection results. Those features in different blocks in

decoder part go through one convolution kernel with 3 × 3
size and linear activation function, which produces pyramid

outputs. They are concatenated to the final convolutional

layer and the kernel size is 3 × 3. The sigmoid activation

function is used in this layer. Finally, the pixel-wise bi-

nary cross entropy between predict saliency map S and the

ground truth saliency mask G is computed by:

loss =
W∑

i=0

H∑

j=0

(1−Gij) · log(1− Sij)−Gij · log(Sij)

W ×H
,

(1)

where i, j are the pixel location in an image.

3.3.2 Twice learning strategy

The proposed twice learning strategy is based on the

saliency contour detection. As shown in Figure 3, for the

first learning process, the input of the main framework is

the original color image, and the output is the result of the

saliency contour detection. This learning process can be

seen as the salient contour learning process. For the sec-

ond learning process, the input of the main framework is

the ground truth of the saliency contour detection dataset

mentioned in the section 3.2, and the output is the filled

map of the saliency contour map. During the first train-
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Figure 5. The subjective results of the ablation study.

ing process, we adopt original color images and their cor-

responding saliency contour maps in PKUSCA-TR dataset

mentioned in the saliency contour detection section. Dur-

ing the second training process, we adopt saliency contour

maps and their corresponding saliency maps in PKUSCA-

TR. The input information and the salient object of images

used in the first training process and the second training

process are the same. Only the ground truth of the output

is different. During the inference process, the two trained

networks are cascaded together to finish the whole saliency

detection process.

4. Experimental results

4.1. Datasets

For the training, we utilize the MSRA10K dataset[4]. It

includes 10000 images with high quality pixel-wise anno-

tations. We use Canny detection operator[8] to detect the

contour of saliency maps, which are regarded as ground

truths of the saliency contour detection. For the perfor-

mance evaluation, we adopt 4 public large scale saliency

detection datasets as follows.

DUT-MORON[21]. This dataset has 5,168 high quality

images. Images of this dataset have one or more salient

objects and relatively complex backgrounds.

DUTS-TE [20]. This dataset contains 5,019 test images

with high quality pixel-wise annotations.

ECSSD[18]. This dataset contains 1,000 natural images,

which include many semantically meaningful and complex

structures in their ground truth segmentation.

HKU-IS[13]. This dataset contains 4,447 images with

high quality pixel-wise annotations. Images of this dataset

are well chosen to include multiple disconnected salient ob-

jects or objects touching the image boundary.

4.2. Ablation study

The proposed algorithm is mainly composed of four

parts, namely the basic convolution-deconvolution ar-
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chitecture, the Skip connection operation enhancement,

the Concentrate cascade operation enhancement, and the

twice learning enhancement. The basic convolution-

deconvolution architecture, the skip connection operation

enhancement, and the concentrate cascading operation en-

hancement parts are all existing neural network general

models, which have been verified in an existing work[17].

Therefore, in this section, we only verify the effectiveness

of the twice learning strategy.

Firstly, based on the saliency detection network model

proposed in this paper, the main network is not modified,

and only the input image and the output label and train-

ing processes are changed. Among them, the direct learn-

ing is defined as the Our SCA process. In the direct learn-

ing training process, the input of the master network is the

color image in the MSRA10K dataset[4], and the output is

the result of the saliency detection. The ground truth in the

MSRA10K is used to be compared with the output result.

At the same time, the twice learning process is defined as

the Our SCAT process. It can be divided into the saliency

contour detection process and the saliency filling process.

The input of the saliency contour detection network is the

color image in the PKUSCA-TR, and the output of it is the

saliency contour map. The input of the saliency filling net-

work is the saliency contour map in the PKUSCA-TR, and

the output of it is the final saliency detection map. Then,

we test the result of the Our SCA and the Our SCAT in

DUT-OMRON[21], DUTS-TE[20], ECSSD[18] and HKU-

IS[13]. We use four evaluation metrics, which are MAE, F-

measure, E-measure[7] and S-measure[6]. The evaluation

results are shown in Table 1.

As seen from Table 1, the saliency detection method

based on contour-aware twice learning strategy proposed in

this paper is more effective than the direct learning. The

performance of the twice learning strategy on all datasets

is better than those of the direct learning at all evaluations.

Results verify that the twice learning strategy based on con-

tour perception makes a prominent contribution to the fi-

nal saliency detection result. In addition, in order to better

show that the twice learning is more effective than the direct

learning for the final saliency test results, subjective assess-

ment is also used to visually analyze the results of the direct

learning and the twice learning. As shown in Figure 5, it

can be seen that the twice learning process preserves the

contour information better than the direct learning process,

and the final saliency detection result is more accurate. It

can be proven that the twice learning of the algorithm is a

key step. Thus, the overall effectiveness of the algorithm is

also verified.

4.3. Comparison results

We compare our algorithm with 12 other state-

of-the-art methods including 6 deep learning based

Table 1. Ablation study of the proposed twice learning strategy

Method Dataset MAE F-measure E-measure S-measure

Our SCAT DUT-OMRON 0.084 0.650 0.806 0.767

Our SCA 0.095 0.612 0.770 0.757

Our SCAT DUTS-TE 0.094 0.637 0.796 0.752

Our SCA 0.107 0.596 0.756 0.742

Our SCAT ECSSD 0.077 0.828 0.885 0.842

Our SCA 0.093 0.805 0.864 0.831

Our SCAT HKU-IS 0.064 0.807 0.898 0.839

Our SCA 0.083 0.766 0.865 0.819

a DUT-OMRON Dataset b DUTS-TE Dataset

c ECSSD Dataset d HKU-IS Dataset

Figure 7. The PR curves on four datasets.

algorithms(PDNet[26], C2S10K[14], R3Net[5],

Amulet[24], UCF[25], NLDF[16]) and 6 conventional

algorithms(SEED[30], FBP[10], HS[18], BSCA[22],

CA[9], FT[1]). To be fair, we use either the implementa-

tions with recommended parameter settings or the saliency

maps provided by the authors. The results of the C2S10K

on HKU-IS dataset is not presented because authors of this

method can not provide their resulted saliency maps. As

shown in table 2, our method outperforms the other meth-

ods across most of the datasets in terms of most evaluation

metrics. From the PR curve(Figure 7), it can be seen that

our method achieve competitive performance in all of the

four datasets. Figure 6 provides a visual comparison of our

approach with other state-of-the-art approaches. It can be

seen that our proposed method has the finest detail as well

as highlights the most correct salient region thanks to the

salient contour-aware based twice learning strategy.

4.4. Failure case

Although the proposed method achieves competitive re-

sults on most comparison experiments, there is a limitation

of the method. Figure 8 shows the failure case of the pro-



Table 2. Quantitative comparison of MAE, F-measure(F), E-measure(E) and S-measure(S) scores on large-scale RGB saliency detection

datasets.

Method
DUT-OMRON HKU-IS DUTS-TE ECSSD

MAE F E S MAE F E S MAE F E S MAE F E S

Ours 0.084 0.650 0.806 0.767 0.064 0.807 0.898 0.839 0.094 0.637 0.796 0.752 0.077 0.828 0.855 0.842

PD-Net 0.095 0.612 0.770 0.757 0.083 0.766 0.865 0.819 0.107 0.596 0.756 0.742 0.093 0.805 0.864 0.831

C2S10K 0.079 0.664 0.817 0.780 - - - - 0.066 0.710 0.841 0.817 0.059 0.853 0.906 0.882

R3Net 0.063 0.748 0.851 0.817 0.036 0.893 0.940 0.895 0.057 0.785 0.868 0.835 0.040 0.914 0.929 0.910

Amulet 0.098 0.647 0.779 0.781 0.051 0.841 0.912 0.886 0.085 0.678 0.794 0.804 0.059 0.868 0.901 0.894

UCF 0.120 0.621 0.765 0.760 0.062 0.823 0.902 0.875 0.112 0.631 0.762 0.782 0.069 0.844 0.892 0.883

NLDF 0.082 0.668 0.803 0.786 0.047 0.855 0.924 0.885 0.075 0.697 0.821 0.806 0.061 0.860 0.903 0.883

SEED 0.130 0.571 0.742 0.667 0.137 0.691 0.788 0.668 0.149 0.524 0.726 0.614 0.162 0.691 0.766 0.669

FBP 0.144 0.553 0.733 0.663 0.138 0.689 0.795 0.688 0.154 0.533 0.726 0.634 0.165 0.682 0.768 0.685

HS 0.227 0.519 0.705 0.633 0.215 0.638 0.761 0.674 0.284 0.296 0.631 0.498 0.228 0.634 0.724 0.685

BSCA 0.191 0.509 0.706 0.652 0.175 0.654 0.795 0.702 0.199 0.491 0.694 0.633 0.182 0.703 0.797 0.725

CA 0.255 0.355 0.655 0.536 0.274 0.460 0.696 0.572 0.259 0.373 0.662 0.545 0.309 0.430 0.650 0.543

FT 0.247 0.281 0.635 0.475 0.252 0.375 0.692 0.477 0.233 0.281 0.653 0.472 0.290 0.352 0.649 0.447

d Contoura Image b GT e Our_SCATc Our_SCA

Figure 8. Visual results of failure case.

posed method. From Figure 8(e) and (b), we can see that

the proposed method fails to produce the final saliency map.

Figure 8(c) and (d) show the result of the direct learning and

the intermediate process of twice learning. We can see that

the error occurs in the process of the saliency contour de-

tection, which means that the proposed method based on

twice learning strategy heavily relies on the saliency con-

tour detection. Even so, dividing the saliency detection pro-

cess into two simpler process is reasonable and our ablation

study and comparison results show the effectiveness of this

method.

5. Conclusion

In this paper, we present a novel salient contour-aware

based twice learning strategy for saliency detection. This

method draws lessons from the process of information pro-

cessing in human visual system and simulates the cognitive

operation of humans in the state of painting copying. In

this paper, the complex process of saliency detection is di-

vided into saliency contour detection and saliency contour

filling, and we use a simple and efficient network to achieve

these two tasks. Ablation results prove that the proposed

method based on the twice learning strategy outperforms

direct learning. Comparison results show that our proposed

method achieves competitive results. Moreover, we also

propose a new saliency contour detection dataset. It will

be published in our page1.

1https://github.com/YanWei123/Salient-contour-aware-based-twice-

learning-strategy-for-saliency-detection
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