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Abstract

Cross-modality person re-identification between infrared (IR) and visible (VIS) domains is a challenging problem, which aims to identify persons in different spectrums, variety of camera specs, and broad illumination conditions. This paper proposes distance based training on an one-stream convolutional neural network architecture, in which network weights are shared between IR and VIS domains to learn discriminative features for person re-identification. The distance based score layer enables to train the network using distance metrics instead of the fully connected layer. Different distance metrics can be used for training and ranking stages. The proposed structure enables to extract discriminative features in the cross-modality data without using dedicated structures for each domain. Experimental results on a cross-modality person re-identification dataset indicate that the proposed approach outperforms the state-of-the-art methods.

1. Introduction

Image based person re-identification aims to find occurrences of the same person in an image dataset given a query image. The challenge is to correctly match two images of the same person. Pose variations, human body deformation, occlusion, camera differences, light conditions, background differences make person re-identification a difficult task. In the recent years, many approaches addressing this problem are developed with increasing performance. Early person re-identification works extract hand-crafted features from input images using mostly color information [6, 9, 17, 30]. Person re-identification is done by comparing the feature vectors of a query image and gallery images using a distance metric. More recent works extract feature vectors using convolutional neural network (CNN) architectures, which are mostly pre-trained on another large dataset [2, 4, 12, 23]. These works benefit from discriminative capacity of modern deep learning architectures combined with different loss functions. Commonly used loss functions include identification loss, triplet loss, and other distance constraints on feature vectors.

High majority of the works in the literature focus on daytime person re-identification using VIS cameras [14, 22, 26, 34, 35]. However, matching persons in the night time has the similar importance in surveillance applications. VIS cameras perform poorly and take under exposed images in low light environments. The cameras with near infrared (NIR) capture feature are widely used in dark conditions mostly with NIR illuminators. Cross-modality person re-identification aims to match images of the same individuals in different modalities, i.e., IR images taken at dark environments with VIS images taken at well illuminated areas. Since IR images are recorded as 1-channel, they do not contain color information. In the lack of color information, the task becomes more difficult than the person re-identification on standard VIS band cameras. There are only a limited number of studies investigating cross-modality person re-identification. Wu et al. [27] introduce SYSU-MM01 dataset and propose a method on NIR-VIS cross-modality person re-identification. Ye et al. [31, 32] and Dai et al. [5] propose other architectures to improve performance further.

Recent person re-identification approaches generally consists of two stages: i) training a deep neural network, ii) ranking gallery images according to the query image. After the training stage, deep features of the query image and gallery images are obtained by forward passing images through the network. Then, feature vectors of gallery images and the query image are compared using a distance metric. The gallery images with lower distances are returned as results. Generally, the fully connected layer is used in the last layer of the architecture for identification purposes. In addition, contrastive loss and triplet loss methods are widely used to gather samples of the same identity closer.

This paper proposes an approach to use distance metrics in training and ranking stages. An one-stream network architecture with a distance based score layer is proposed to match individuals in infrared (IR) and VIS domains. The fully connected layer of a CNN is replaced with the distance
based score layer in order to use distance metrics in both the training and ranking stages. The architecture relies on the discriminative capability and large number of weights in the network to adapt to different domains. The architecture behaves indifferently between cross-modality inputs. The proposed distance based score layer precedes the loss function and gives higher scores for closer feature vectors and lower scores for distant feature vectors according to the distance metric.

Main contributions of this work can be highlighted as follows:

- An end-to-end one-stream network is shown to have discriminative ability for two different modalities without specific operations on each domain.
- The distance based score layer is proposed to train the network with a distance metric.
- The experimental results are presented on two cross-modality datasets. These results show that the proposed approach outperforms the state-of-the-art methods.

The rest of the paper is organized as follows: Section 2 reviews the related works in person re-identification and cross-modality identification. Section 3 explains the details of the proposed method. Section 4 presents the experimental results. Section 5 outlines the results and findings of the work.

2. Related Work

Image based person re-identification is traditionally carried out using two strategies, which are hand-crafted feature extraction methods and metric learning algorithms. Developing hand-crafted features focus on finding discriminative features that are robust to pose, view, and illumination changes [6, 9, 17, 30]. Metric learning methods focus on learning distance metrics which act on features extracted from person images. Some recent works rely on deep learning methods to extract representative features. In the following paragraphs, a few studies related to deep learning in person re-identification, cross-modality recognition, and cross-modality person re-identification are outlined.

Deep learning methods are widely used in the literature for person re-identification problem. In person re-identification applications, different types of networks are applied such as single convolutional neural networks [3, 23, 29], siamese networks [1, 24, 33, 37], triplet loss network architectures [2, 4, 12], and fisher networks [28]. The general strategy on CNNs for person re-identification is to train a network and extract features by forward passing test images through the trained network. Then, feature vectors of gallery images are ranked by comparing with the feature vector of the query image using a distance metric.

Siamese architectures based on dual or shared convolutional neural networks are used in person re-identification. In [37], a siamese network containing identification and verification loss stages is proposed. In [24], a gating function is proposed to emphasize different local patterns for different image pairs during comparison in a Siamese CNN network.

Many studies apply triplet loss on their network architectures and benefit from hard triplet selection. In [4], the triplet network is used to obtain feature vectors from three input images. The network is trained to reduce distance between similar image pairs and increase the distance between different image pairs. Almazan et al. [2] use Residual Networks [10] as the backbone network architecture to implement a triplet loss architecture, which accepts arbitrary image sizes and use random erasing to augment input data. Hermans et al. [12] propose a batch based hard triplet selection scheme and show that performance is improved using triplet loss in person re-identification.

Methods that divide image into splits or divide human body into parts are proposed in the literature. Zhang et al. [34] divide person images into horizontal stripes and extract aligned features to match person images. Kalayeh et al. [14] parse human body semantically and obtain features corresponding to each body part using a deep learning architecture. By matching the body parts, person re-identification performance is improved. Similar to this study, Su et al. [22] and Zhao et al. [35] extract local features after finding human body parts. In [26], a multiple granularity network architecture is proposed. The architecture extracts local features from horizontal stripes and global features from the whole image.

Cross-modality identification or recognition are also studied in other fields such as iris recognition [19, 25] and face recognition [11, 13, 15, 18]. PolyU NIR-VIS Iris dataset [19] and CASIA NIR-VIS 2.0 Face Recognition dataset [16] are the two cross-modality datasets used in iris and face recognition, respectively. There are a few deep learning studies in cross-modality face identification. He et al. [11] propose a two-stream network architecture that finds shared features between different domains using the maxout operator [8] and orthogonal constraints. Liu et al. [18] use a triplet loss for face recognition to train a network with convolutional layers, max-feature-maps, and max pooling layers. Despite similarities, cross-modality person re-identification is more challenging than iris/face identification due to large view changes and occlusion. In addition, biometric information is not available in person images taken from surveillance cameras. Body parts, clothing, and belongings are used to identify individuals across different cameras and modalities.

There are a small number of studies that focus on cross-modality person re-identification using deep learning methods. In addition, the datasets available to researchers
are very limited on this problem. SYSU-MM01 NIR-VIS cross-modality person re-identification dataset [27] and RegDB Thermal-VIS cross-modality dataset [20] are the two datasets publicly available. Wu et al. [27] propose deep-zero padding network architecture, which uses two different input channels for NIR and grayscale VIS images in order to provide the network with cross-modality person re-identification data. Their method performs better than some known hand-crafted features. Ye et al. [31] proposes an architecture consisting of feature learning and metric learning stages. In feature learning stage, two stream network structure is used with identification loss and contrastive loss. In metric learning stage, modality specific and modality shared metrics are studied. In another work of Ye et al. [32], dual-constrained top ranking algorithm is used to arrange intra and cross-modality distances for cross-modality person re-identification. The results show improved performance on both Thermal-VIS and NIR-VIS cross-modality datasets. Dai et al. [5] use a triplet network with triplet constraints and identification loss to learn discriminative features. In addition, generative adversarial training [7] is used to remove domain specific information in the extracted features. The generative network aims to extract domain invariant features; whereas, the adversarial network aims to find modality of the given feature vector.

3. The Proposed Method

In this section, the proposed deep network architecture based on Residual Networks (ResNet) [10] is explained. In the architecture, the last fully connected layer is replaced with the proposed distance based score layer. In the following subsections, after investigating internals of the fully connected layer, the distance based score layer is introduced. The network structure and training strategy are explained afterwards.

3.1. Investigation of Fully Connected Layer

Most deep learning networks include a fully connected layer at the last stage for classification purposes. The input size of a fully connected layer is determined by the size of the previous layer’s output vector. This vector is also called the feature vector in person re-identification applications since it is generally used for image comparison in the ranking stage. The fully connected layer’s output size is determined by number of classes in classification applications. A fully connected layer without a bias term can be defined as matrix multiplication, where the first element is a matrix containing weights of the fully connected layer, the second element is the input vector of the fully connected layer. If a bias term is used, an additional term is added to the result of multiplication. In Equation 1, a function defining the operation of a fully connected layer with bias term is given.

\[ \text{classScores} = f(x, W) = Wx + b \]

where \( W \) is the \( C \) by \( N \) weight matrix. \( C \) denotes the number of classes (output vector size) and \( N \) denotes the number of input elements (input vector size). \( x \) is the input vector with the length of \( N \). The bias term \( b \) is a vector of length \( C \). The multiplication operation produces a vector of length \( C \), which gives similarity scores for each class. Equation 2 shows Equation 1 in the expanded form.

\[
f(x, W) = \begin{bmatrix} w_{1,1} & w_{1,2} & \ldots & w_{1,N} \\ w_{2,1} & w_{2,2} & \ldots & w_{2,N} \\ \vdots & \vdots & \ddots & \vdots \\ w_{C,1} & w_{C,2} & \ldots & w_{C,N} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix} + \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_C \end{bmatrix}
\]

The score value for class \( i \) (\( \text{Score}_{class_i} \)) is calculated by multiplying the \( i \)-th row of the weight vector by the input vector and summing up the multiplication results. A fully connected layer internally defines a center vector for each class i.e. there are \( C \) center vectors if the output size is \( C \). Score value is generated by using dot product between the input vector and the center point (vector) of each class. Therefore, score is the dot product of the corresponding row of weight vector and the input vector as seen in Equation 3.

\[
\text{Score}_{class_i} = \begin{bmatrix} w_{i,1} & w_{i,2} & \ldots & w_{i,N} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix} + b_i
\]

Since the class score is determined by calculating dot product, class score is actually the similarity of the input vector and the center vector of the class if bias term is ignored. Another interpretation is that class score is cosine similarity between the input vector and the center vector of the class multiplied by product of their magnitudes.

3.2. The Distance based Score Layer

Inspired by the fully connected layer, the distance based score layer defines center points of classes and outputs score values. While the fully connected layer uses only dot product operations, score calculation is not fixed to a single metric in the distance based score layer, it is possible to use different distance metrics. Figure 1 gives an illustration of how class scores are calculated and how output values are generated in the distance based score layer. As seen in Figure 1, the output of distance function is multiplied by -1. Therefore, class score is the negative of the distance metric calculated in the layer. The reason for using the negative distance value is to make the score value high when the distance between two vectors is small. A high score value for a class means that the given sample is close to the center point of the class. As a result of producing higher scores for
lower distances in the distance based score layer, it is possible to use standard loss functions in training without any modification.

It is possible to use different distance metrics in the distance based score layer. Manhattan (L1) distance, Euclidean (L2) distance, Euclidean squared distance (L2-Squared), and Chebyshev distance (L∞) metrics are used in this work and compared in the later sections. In addition to distance metrics, negative of dot product between input vectors and center points is used in a similar way to distance metrics. When negative of dot product is used, the distance based score layer performs the same operations as the fully connected layer if no bias term is used and it is expected that the performance of the network should be similar to the fully connected layer. Thus, correct execution of the distance based score layer can be tested. Negative of dot product should give an indication that the distance based score layer works and the network is properly trained if its scores are close to the fully connected layer.

Let \( x \) be the input vector and \( c_i \) be the class center of class \( i \). Then, L1, L2, L2-squared, L∞ distance functions, and negative of dot product are given in Equations 4, 5, 6, 7, and 8, respectively. These functions are directly used in the distance function block seen in Figure 1. It should be noted that negative of dot product is represented as \( d_{Dot} \) and used similar to a distance metric, whereas it is not an actual distance metric.

\[
d_{L1}(x, c_i) = \sum_j |x_j - c_{ij}|
\]

\[
d_{L2}(x, c_i) = \sqrt{\sum_j (x_j - c_{ij})^2}
\]

\[
d_{L2\text{-}\text{Square}}(x, c_i) = \sum_j (x_j - c_{ij})^2
\]

\[
d_{L\infty}(x, c_i) = \max_j |x_j - c_{ij}|
\]

\[
d_{Dot}(x, c_i) = -x \cdot c_i = -\sum_j (x_j c_{ij})
\]

where \( x_j \) and \( c_{ij} \) indicates \( j^{th} \) element of \( x \) and \( c_i \) vectors, respectively.

In the forward pass of the network, the distances between input vectors and center points are calculated and given to output. However, the center points of classes need to be updated after scores are calculated. The standard way to update the network variables is to apply backpropagation starting from the loss value and find gradients. Then, variables are updated with an algorithm which uses gradients, such as stochastic gradient descent. Using a gradient update algorithm, center points are gradually shaped and updated. Therefore, the network is trained to make samples of the same class closer according to a specific distance metric.

The distances are multiplied by -1 to convert them to negative value and it must be taken into account for backpropagation as well. When the partial derivatives of distance functions are examined, it is seen that gradients depend only on \( x_j \) and \( c_{ij} \) values for L2-Squared distance metrics and negative of dot product. However, partial derivative of L2 distance depends on other elements of vectors \( x \) and \( c_i \) due to square-root term. Center points can not be quickly updated when L2 distance is used since update of each element depends on update of other elements of the center point during training. Hence, using backpropagation and gradient update scheme might not lead to convergence in a reasonable amount of time for L2 distance metric. An update scheme different than gradient update methods is needed for L2 distance metric. To find center points for L2 distance and decrease convergence time, the center points of each class is calculated by taking the exponential running average of feature vectors. The update equation of the center points of classes are given in Equation 9.

\[
c_{\text{label}_x}^{t+1} = \beta c_{\text{label}_x}^t + (1 - \beta)x^t
\]
used to update center points. Median of a set is the middle element in sorted form of the set. Mid-range is the arithmetic mean of maximum and minimum elements of a given set. Basically, median value and mid-range value of the feature vectors in the batch are substituted with center points.

The above mentioned distance metrics and center update schemes are tested in Section 4.

### 3.3. Network Architecture

The proposed network architecture is constructed upon ResNet-50 base architecture [10]. The network is initialized using the pre-trained ResNet-50 model and fine-tuned on person re-identification task. The reason for using pre-trained network is that ResNet model is trained on 1.4 million images containing large variety of shapes and textures [21] but the cross-modality datasets used in the experiments contain only tens of thousands of images. Large networks require large datasets to adapt to the desired structure and generalize for real world tasks. However, most datasets available for person re-identification is not sufficient to train a significant performance difference is observed in these settings and thus 1-channel setting results are reported in Section 4 due to space limitations.

The output of average pooling layer of ResNet-50 is accepted as the feature vector for a given person image. This feature vector is an one-dimensional vector of size 2048 for ResNet-50 architecture. Irrespective of input image modality, the feature vectors of the same dimension is extracted for both VIS and IR images. A fully connected layer accepting 2048-dimensional feature vectors and outputting scores for number of individuals in the training set is defined for baseline. If the distance based score layer is used, the number of class centers are chosen to be equal to the number of individuals in the training set. Network architecture with the distance based score layer is given in Figure 2.

#### 3.3.1 Identification Loss

In [37], it is emphasized that the identification loss has higher discriminative ability than the verification loss since the verification loss assigns weak labels and adjusts distances between pairs mostly. With the identification loss, the network focuses on small details to identify each person whose appearances might be similar and difficult to distinguish. Therefore, the network with identification loss learns to distinguish not only easy samples but also difficult ones. It is also considered that the use of a distance metric in the identification loss helps distances of positive pairs get closer and negative pairs get apart. IR and VIS images belonging to the same person are mapped to the same class. The loss is calculated based on the correct and incorrect person classifications using the softmax cross-entropy loss function.
When identification loss is combined with the distance based score layer, correct classification is achieved only if the distance between a sample and its corresponding center point are closer than the distance between the sample and other center points. Therefore, the distance based score layer with the identification loss behaves similarly to contrastive and triplet loss functions and can achieve lower distance for positive samples than negative samples in both intra-modality and inter-modality settings.

3.3.2 Feature Extraction and Ranking

In the ranking stage, all test images are forward-passed through the network and their corresponding feature vectors are stored. Then, the feature vectors of gallery images are compared with the feature vector of the query image. The aim of the ranking stage is to find images closest to the query image at highest ranks. Therefore, the gallery images are sorted for each query image. All distance metrics are used during ranking stage and their corresponding performance is found for each setting.

4. Experiments

This section presents experimental evaluation of the proposed architecture. The experiments are carried out on two cross-modality datasets and results are compared with the state-of-the-art works in cross-modality person re-identification.

4.1. Datasets

SYSU-MM01 cross-modality person re-identification dataset [27] is the first dataset used in the experiments. This dataset contains visible and NIR images of 491 identities taken from six cameras. A total of 287,628 VIS images and 15,792 NIR images are found in the dataset. The dataset contains images shot in indoor and outdoor environments with dark and bright conditions. Out of six cameras, four cameras work in VIS bands and two cameras work in NIR bands of the electromagnetic spectrum. Example images from SYSU-MM01 dataset are given in Figure 3. Images in the dataset are resized via stretching or shrinking to the size of 224x224 to make them compatible for feeding to our Resnet based network. Training and test splits are constructed as in the original work [27] and images of 296 different individuals are used in the training.

RegDB dataset [20] is the second dataset used in the experiments. RegDB dataset contains images taken by VIS and thermal cameras mounted on the same plate. The dataset contains images of 412 persons. It includes 10 color and 10 thermal images for each person. A total of 4120 thermal images and 4120 VIS images are contained in the dataset. Images are resized to 224x224 to feed them into our ResNet model.

4.2. Implementation Details

Stochastic Gradient Descent algorithm is used for parameter updates in the training stage. Learning rate of 0.01 and momentum of 0.9 are used as hyperparameters of SGD. Batch size of 32 is employed throughout the experiments. Batches are randomly constructed from either IR (NIR or thermal) or VIS images and fed into the network. Initialization of center points in the distance based score layer is performed with random values.

4.3. Evaluation Protocol

The evaluation protocol follows the same standard procedure given in [27] for SYSU-MM01 dataset. Cumulative Match Score (CMS), which is giving the percentage of successful occurrences at a given rank, and Mean Average Precision (mAP) [36] metrics are used for evaluation. Performance evaluation of the proposed method is performed using the code provided by the dataset owner [27]. NIR images are used as query images and the gallery set is constructed from VIS images. Test images are divided into 10 splits and average of mAP and CMC scores are calculated. In addition, performance scores for all other settings including all-search, indoor-search, single-shot, multi-shot are calculated.

The same procedure of [31] is used during evaluation on RegDB dataset. Training and ranking operations are performed for each trial (a total of 10 trials) and their average is calculated for statistical stability. Visible to thermal query

<table>
<thead>
<tr>
<th>Beta</th>
<th>r1</th>
<th>r10</th>
<th>r20</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>25.02</td>
<td>67.39</td>
<td>81.47</td>
<td>25.98</td>
</tr>
<tr>
<td>0.30</td>
<td>25.71</td>
<td>70.86</td>
<td>84.00</td>
<td>27.16</td>
</tr>
<tr>
<td>0.50</td>
<td>26.31</td>
<td>73.65</td>
<td>86.57</td>
<td>28.46</td>
</tr>
<tr>
<td>0.70</td>
<td><strong>28.84</strong></td>
<td><strong>74.37</strong></td>
<td><strong>87.14</strong></td>
<td><strong>30.55</strong></td>
</tr>
<tr>
<td>0.90</td>
<td>26.43</td>
<td>69.92</td>
<td>84.12</td>
<td>28.33</td>
</tr>
</tbody>
</table>

Table 1. Impact of $\beta$ on performance of the distance based score layer with L2 distance in all-search / single-shot test settings.
setting results are presented in the following sections.

### 4.4. Experimental Results

Experiments are carried out to investigate different configurations and parameters of the distance based score layer on SYSU-MM01 [27] dataset. Then, performance of the proposed method is compared with the state-of-the-art methods on both SYSU-MM01 and RegDB [20] cross-modality person re-identification datasets.

When exponential running average is used for updating center points, parameter $\beta$ adjusts the update rate of center points and has an effect on network training. Different values of parameter $\beta$ are tested for the case that L2 distance is used in the training and ranking stages. The effect of parameter $\beta$ on the performance is given in Table 1 for all-search / single-shot test settings. Parameter $\beta$ should be selected carefully for obtaining better results. Large $\beta$ results in slow update rate of center points; while small $\beta$ leads to fast changing center points. As seen in Table 1, the method performs better if $\beta$ is around 0.70 on SYSU-MM01 dataset. Thus, in the rest of the experiments, $\beta$ is set to 0.70 for exponential running average update method.

In Table 2, performance of using L1, L2, L2-squared, L$\infty$ distance metrics, and negative of dot product in the distance based score layer during training stage are listed. In addition, the results of training the network with fully connected layer are also given. The same hyperparameters and training methods are used during comparison. Ranking results are given using all distance metrics for each combination of training settings. It is observed that L2 distance performs the best among other configurations and distance metrics during training. It is also seen that L1 distance metric performs best in the ranking stage among other distance metrics. The widely used method of training with the fully connected layer performs as the second best. Although L1 distance is successful in ranking stage, using L1 distance during training leads to very poor performance and under-trained network. Exponential running average, median and mid-range center update methods are successful when L2 and L$\infty$ distance metrics are used. However, it is observed during development that exponential running average is more stable than median and mid-range update schemes and generally leads to higher performance. The results obtained using negative of dot product in the distance based score layer is very close to the results of the fully connected layer. The operations in negative of dot product configuration are similar to operations of the fully connected layer but with a different layer structure. This result also shows that the distance based score layer works as intended.

Four different state-of-the-art methods that investigate cross-modality person re-identification on SYSU-MM01 dataset are considered for comparison with the proposed method. Deep zero padding one-stream architecture by Wu et al. [27] obtains superior scores than the algorithms based on hand-crafted features. Hierarchical discriminative learning architecture of Ye et al. [31] is another study that in-

<table>
<thead>
<tr>
<th>Center Update Method</th>
<th>Training Metric</th>
<th>Ranking Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>L1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>r1</td>
</tr>
<tr>
<td>SGD</td>
<td>Fully Connected</td>
<td>28.61</td>
</tr>
<tr>
<td>SGD</td>
<td>Dot Prod.</td>
<td>27.46</td>
</tr>
<tr>
<td>SGD</td>
<td>L1</td>
<td>1.60</td>
</tr>
<tr>
<td>SGD</td>
<td>L2</td>
<td>12.15</td>
</tr>
<tr>
<td>SGD</td>
<td>L2-Squared</td>
<td>23.88</td>
</tr>
<tr>
<td>SGD</td>
<td>L$\infty$</td>
<td>3.44</td>
</tr>
<tr>
<td>Exp.Run.Avg.</td>
<td>L1</td>
<td>5.01</td>
</tr>
<tr>
<td>Exp.Run.Avg.</td>
<td>L2</td>
<td>29.05</td>
</tr>
<tr>
<td>Exp.Run.Avg.</td>
<td>L2-Squared</td>
<td>10.66</td>
</tr>
<tr>
<td>Exp.Run.Avg.</td>
<td>L$\infty$</td>
<td>21.24</td>
</tr>
<tr>
<td>Median</td>
<td>L1</td>
<td>5.09</td>
</tr>
<tr>
<td>Median</td>
<td>L2</td>
<td>27.49</td>
</tr>
<tr>
<td>Median</td>
<td>L2-Squared</td>
<td>9.61</td>
</tr>
<tr>
<td>Median</td>
<td>L$\infty$</td>
<td>19.07</td>
</tr>
<tr>
<td>Mid-range</td>
<td>L1</td>
<td>3.65</td>
</tr>
<tr>
<td>Mid-range</td>
<td>L2</td>
<td>30.37</td>
</tr>
<tr>
<td>Mid-range</td>
<td>L2-Squared</td>
<td>15.24</td>
</tr>
<tr>
<td>Mid-range</td>
<td>L$\infty$</td>
<td>21.93</td>
</tr>
</tbody>
</table>

Table 2. Comparison of the training methods with different update schemes and different training/ranking metrics in all-search / single-shot test settings on SYSU-MM01 dataset
includes feature learning and metric learning stages. Dual path network architecture of Ye et al. [32], which contains identification loss and dual-constrained top-ranking loss, and triple-stream network architecture of Dai et al. [5], which contains identification loss, triplet constraints, and modality classifier trained with GAN are included in the comparison. The results of the distance based score layer are compared with these studies in Table 3. Results of the proposed architecture are given in the last row of the comparison table. The exponential running average method with L2 training and L1 ranking is employed in this experiment. As update method, exponential running average is employed. The proposed architecture improves both CMC and mAP scores compared to the state of the art methods.

The results demonstrate that the proposed distance based score layer can be a good alternative to the fully connected layer in classification and/or ranking tasks. As we have shown on cross-modality person re-identification task, the distance based score layer can perform better than the fully connected layer, when suitable distance metric is used for the application.

Table 4. Comparison with the state-of-the-art methods on RegDB cross-modality person re-identification dataset. The distance based method indicates the network with the distance based score layer whose variables are updated with exponential running average.

An one-stream network architecture and the distance based score layer are proposed for person re-identification task in cross-modality images. The proposed approach aims to use distance metrics in both the training and ranking stages in order to improve performance. The distance based score layer calculates distances between a feature vector and center points of each class in the training stage. Center points are updated as the network gets trained and class centers are optimized to find the identity corresponding to the given feature vector using a distance metric. Thus, the distance based score layer enables to use a distance metric in the training of CNNs and uncovers the opportunity to include the desired distance metric in deep learning applications. In the future work, the distance based score layer can be studied with different structures and distance metrics. Since this layer can be easily adapted to other classification and identification problems, there seems to be great potential in the future deep learning applications.

Table 5. Comparison with the state of the art methods on SYSU-MM01 cross-modality person re-identification dataset. The distance based method indicates the network with the distance based score layer whose variables are updated with exponential running average.

An one-stream network architecture and the distance based score layer are proposed for person re-identification task in cross-modality images. The proposed approach aims to use distance metrics in both the training and ranking stages in order to improve performance. The distance based score layer calculates distances between a feature vector and center points of each class in the training stage. Center points are updated as the network gets trained and class centers are optimized to find the identity corresponding to the given feature vector using a distance metric. Thus, the distance based score layer enables to use a distance metric in the training of CNNs and uncovers the opportunity to include the desired distance metric in deep learning applications. In the future work, the distance based score layer can be studied with different structures and distance metrics. Since this layer can be easily adapted to other classification and identification problems, there seems to be great potential in the future deep learning applications.

5. Conclusion
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