AdvGAN++: Harnessing Latent Layers for Adversary Generation
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Abstract

Adversarial examples are fabricated examples, indistinguishable from the original image that mislead neural networks and drastically lower their performance. Recently proposed AdvGAN, a GAN based approach, takes input image as a prior for generating adversaries to target a model. In this work, we show how latent features can serve as better priors than input images for adversary generation by proposing AdvGAN++, a version of AdvGAN that achieves higher attack rates than AdvGAN and at the same time generates perceptually realistic images on MNIST and CIFAR-10 datasets.

1. Introduction and Related Work

Deep Neural Networks (DNNs), now have become a common ingredient to solve various tasks dealing with classification, object recognition, segmentation, reinforcement learning, speech recognition etc. However recent works [18, 4, 15, 13, 19, 6] have shown that these DNNs can be easily fooled using carefully fabricated examples that are indistinguishable to original input. Such fabricated examples, known as adversarial examples mislead the neural networks by drastically changing their latent features, thus affecting their output.

Adversarial attacks are broadly classified into White box and Black box attacks. White box attacks such as FGSM [2] and DeepFool [12] have access to the full target model. In contrast to black box attacks like Carlini and Wagner [1], the attacker does not have access to the structure or parameters of the target model, it only has access to the labels assigned for the selected input image.

Gradient based attack methods like Fast Gradient Sign Method (FGSM) obtains an optimal max-norm constrained perturbation of

\[ \eta = \epsilon \text{sign}(\nabla_x J(\theta, x, y)) \]  

where \( J \) is the cost function and gradient is calculated w.r.t to input example.

Optimization-based methods like Carlini-Wagner [1] optimize the adversarial perturbations subject to several constraints. This approach targets \( L_0, L_2, L_\infty \) distance metrics for attack purpose. The optimization objective used in the approach makes it slow as it can focus on one perturbation instance at a time.

In contrary to this, AdvGAN [17] used a GAN [3] with an encoder-decoder based generator to generate perceptually more realistic adversarial examples, close to original distribution. The generator network produces adversarial perturbation \( G(x) \) when an original image instance \( x \) is provided as input. The discriminator tries to distinguish adversarial image \( (x + G(x)) \) with original instance \( (x) \). Apart from standard GAN loss, it uses hinge loss to bound the magnitude of maximum perturbation and an adversarial loss to guide the generation of image in adversarial way. Though, AdvGAN is able to generate the realistic examples, it fails to exploit latent features as priors which are shown to be more susceptible to the adversarial perturbations recently [14].

Our Contributions in this work are:

- We show that the latent features serve as a better prior for adversarial generation than the whole input image for the untargeted attacks thereby utilizing the observation from [14] and at same time eliminating the need to follow encoder-decoder based architecture for generator, thus reducing training/inference overhead.

- Since GANs are already found to work well in a conditioned setting [7, 11], we show that we can directly make generator to learn the transition from latent feature space to adversarial image rather than from the whole input image.
In the end, through quantitative and qualitative evaluation we show that our examples look perceptually very similar to the real ones and have higher attack success rates compared to AdvGAN.

2. Methodology

2.1. Problem definition

Given a model \(M\) that accurately maps image \(x\) sampled from a distribution \(p_{\text{data}}\) to its corresponding label \(t\), we train a generator \(G\) to generate an adversary \(x_{\text{adv}}\) of image \(x\) using its feature map (extracted from a feature extractor) as prior. Mathematically:

\[ x_{\text{adv}} = G(z|f(x)) \]  

such that

\[ M(x_{\text{adv}}) ≠ t, \]

\[ \|x - x_{\text{adv}}\|_p < \epsilon, \]

where \(1 ≤ p < ∞, \epsilon > 0\), \(f\) represents a feature extractor and \(\epsilon\) is maximum magnitude \(\|\cdot\|_p\) perturbation allowed.

2.2. Harnessing latent features for adversary generation

We now propose our attack, AdvGAN++ which take latent feature map of original image as prior for adversary generation. Figure 1 shows the architecture of our proposed network. It contains the target model \(M\), a feature extractor \(f\), generator network \(G\) and a discriminator network \(D\). The generator \(G\) receives feature \(f(x)\) of image \(x\) and a noise vector \(z\) (as a concatenated vector) and generates an adversary \(x_{\text{adv}}\) corresponding to \(x\). The discriminator \(D\) distinguishes the distribution of generator output with actual distribution \(p_{\text{data}}\). In order to fool the target model \(M\), generator minimize \(M\), which represents the softmax-probability of adversary \(x_{\text{adv}}\) belonging to class \(t\). To bound the magnitude of perturbation, we also minimize \(L_{\text{pert}}\) loss between the adversary \(x_{\text{adv}}\) and \(x\). The final loss function is expressed as:

\[ L(G, D) = L_{\text{GAN}} + \alpha L_{\text{adv}} + \beta L_{\text{pert}} \]  

where

\[ L_{\text{GAN}} = E_x[\log D(x) + E_z \log(1 - D(G(z|f(x))))], \]

\[ L_{\text{adv}} = E_x[M_t(G(z|f(x)))], \]

\[ L_{\text{pert}} = E_x[\|x - G(z|f(x))\|_2^2] \]

Here \(\alpha, \beta\) are hyper-parameters to control the weight-age of each objective. The feature \(f(.)\) is extracted from one of the intermediate convolutional layers of target model \(M\). By solving the min-max game \(\arg \min_G \max_D L(G, D)\) we obtain optimal parameters for \(G\) and \(D\). The training procedure thus ensures that we learn to generate adversarial images close to input distribution that harness the susceptibility of latent features to adversarial perturbations. Algorithm 1 summarizes the training procedure of AdvGAN++.

**Algorithm 1: AdvGAN++ training**

```plaintext
for number of training iterations do
  Sample a mini-batch of \(m\) noise samples \(\{z^{(1)}, ..., z^{(m)}\}\) from noise prior \(p_g(z)\);
  Sample a mini-batch of \(m\) examples \(\{x^{(1)}, ..., x^{(m)}\}\) from data generating distribution \(p_{\text{data}}(x)\);
  Extract latent features \(\{f(x^{(1)}), ..., f(x^{(m)})\}\);
  Update the discriminator by ascending its stochastic gradient.
    \[\nabla_{\theta_D} \frac{1}{m} \sum_{i=1}^m \log(D(x_i^{(i)})) + \log(1 - D(G(z_i^{(i)}|f(x_i^{(i)}))))\];
  Sample a mini-batch of \(m\) noise samples \(\{z_i^{(1)}, ..., z_i^{(m)}\}\) from noise prior \(p_g(z)\);
  Update the generator by descending its stochastic gradient.
    \[\nabla_{\theta_G} \frac{1}{m} \sum_{i=1}^m \log(1 - D(G(z_i^{(i)}|f(x_i^{(i)}))) + \|x_i^{(i)} - G(z_i^{(i)}|f(x_i^{(i)}))\|_2^2 +
    M_t(G(z_i^{(i)}|f(x_i^{(i)})))\]
end
```

3. Experiments

In this section we evaluate the performance of AdvGAN++, both quantitatively and qualitatively. We start by describing datasets and model-architectures followed by implementation details and results.
Table 1: Attack success rate of Adversarial examples generated AdvGAN++ when target model is under defense.

<table>
<thead>
<tr>
<th>Data</th>
<th>Model</th>
<th>Defense</th>
<th>AdvGAN</th>
<th>AdvGAN++</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>LeNet C</td>
<td>FGSM Adv. training</td>
<td>18.7</td>
<td>20.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Iter. FGSM training</td>
<td>13.5</td>
<td>27.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ensemble training</td>
<td>12.6</td>
<td>28.01</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>Resnet-32</td>
<td>FGSM Adv. training</td>
<td>16.03</td>
<td>29.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Iter. FGSM training</td>
<td>14.32</td>
<td>32.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ensemble training</td>
<td>29.47</td>
<td>34.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Iter. FGSM training</td>
<td>13.94</td>
<td>43.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ensemble training</td>
<td>20.75</td>
<td>23.54</td>
</tr>
</tbody>
</table>

Table 2: Attack success rate of AdvGAN and AdvGAN++ under no defense.

<table>
<thead>
<tr>
<th>Data</th>
<th>Target Model</th>
<th>AdvGAN</th>
<th>AdvGAN++</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>LeNet C</td>
<td>97.9</td>
<td>98.4</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>Resnet-32</td>
<td>94.7</td>
<td>97.2</td>
</tr>
<tr>
<td></td>
<td>Wide-Resnet-34-10</td>
<td>99.3</td>
<td>99.92</td>
</tr>
</tbody>
</table>

Table 3: Transferability of adversarial examples generated by AdvGAN++

<table>
<thead>
<tr>
<th>Data</th>
<th>Target Model</th>
<th>Other Model</th>
<th>Attack Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>LeNet C</td>
<td>LeNet B [16]</td>
<td>20.24</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>Resnet-32 A</td>
<td>Wide-Resnet-34</td>
<td>48.22</td>
</tr>
<tr>
<td></td>
<td>Wide-Resnet-34</td>
<td>Resnet-32</td>
<td>89.4</td>
</tr>
</tbody>
</table>

**Datasets and Model Architectures:** We perform experiments on MNIST[10] and CIFAR-10[8] datasets wherein we train AdvGAN++ using training set and do evaluations on test set. We follow Lenet architecture C from [16] for MNIST[10] as our target model. For CIFAR-10[8], we show our results on Resnet-32 [5] and Wide-Resnet-34-10 [20].

### 3.1. Implementation details

We use an encoder and decoder based architecture of discriminator $D$ and generator $G$ respectively. For feature extractor $f$ we use the last convolutional layer of our target model $M$. Adam optimizer with learning rate 0.01 and $\beta_1 = 0.5$ and $\beta_2 = 0.99$ is used for optimizing generator and discriminator. We sample the noise vector from a normal distribution and use label smoothing to stabilize the training procedure.

### 3.2. Results

**Attack under no defense** We compare the attack success rate of examples generated by AdvGAN and AdvGAN++ on target models without using any defense strategies on them. The results in table 2 shows that with much less training/inference overhead, AdvGAN++ performs better than AdvGAN.

**Attack under defense** We perform experiment to compare the attack success rate of AdvGAN++ with AdvGAN when target model $M$ is trained using various defense mechanism such as FGSM[2], iterative FGSM [9] and ensemble adversarial training [16]. For this, we first generate adversarial examples using original model $M$ as target (without any defense) and then evaluate the attack success rate of these adversarial examples on same model, now trained using one of the aforementioned defense strategies. Table 1 shows that AdvGAN++ performs better than the AdvGAN under various defense environment.

**Visual results** Figure 2 shows the adversarial images generated by AdvGAN++ on MNIST[10] and CIFAR-10[8] datasets. It shows the ability of AdvGAN++ to generate perceptually realistic adversarial images.

**Transferability to other models** Table 3 shows attack success rate of adversarial examples generated by AdvGAN++ and evaluated on different model $M'$ doing the same task. From the table we can see that the adversaries produced by AdvGAN++ are significantly transferable to other models performing the same task which can also be used to attack a model in a black-box fashion.

### 4. Conclusion

In our work, we study the gaps left by AdvGAN [17] mainly focusing on the observation [14] that latent features are more prone to alteration by adversarial noise as compared to the input image. This not only reduces training time but also increases attack success rate. This vulnerability of latent features made them a better candidate for being the starting point for generation and allowed us to propose a generator that could directly convert latent features to the adversarial image.
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Figure 2: Adversarial images generated by AdvGAN++ for MNIST and CIFAR-10 dataset. Row 1: Original image, Row 2: generated adversarial example.
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