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Figure 1: Representative labels generated by SmartOverlays: (a) and (c) are the output of the YOLOv2 [10] object detector; (b) and (d) depict the outcome from our SmartOverlays algorithm. Note that labels are closer to the objects of interest, do not overlap each other, and do not occlude salient regions in a scene; (e) depicts a cluttered surveillance scene; (f) and (g) show outdoor and indoor sports applications respectively; (h) depicts a comic style label placement feature.

Abstract

In augmented reality (AR), the computer generated labels assist in understanding a scene by addition of contextual information. However, naive label placement often results in clutter and occlusion impairing the effectiveness of AR visualization. For label placement, the main objectives to be satisfied are, non occlusion to scene of interest, the proximity of labels to the object, and, temporally coherent labels in a video/live feed. We present a novel method for the placement of labels corresponding to objects of interest in a video/live feed that satisfies the aforementioned objectives. Our proposed framework, SmartOverlays \(^1\), first identifies the objects and generates corresponding labels using a YOLOv2 [10] in a video frame; at the same time, Saliency Attention Model (SAM) [3] learns eye fixation points that aid in predicting saliency maps for label placement; finally, computes Voronoi partitions of the video frame, choosing the centroids of objects as seed points, to place labels for satisfying the proximity constraints with the object of interest. In addition, our approach incorporates tracking the detected objects in a frame to facilitate temporal coherence between frames that enhances readability of labels. We measure the effectiveness of SmartOverlays framework using two objective metrics: (a) Label Occlusion over Saliency (LOS), and, (b) temporal jitter metric to quantify jitter in the label placement.

1. Introduction

Augmented Reality applications fuse contextual synthetic data with the real visual data to enrich perception and efficiency of the user performing a targeted task. Such contextual data superimposed on live video feed is referred as overlays. The overlays can take the forms of, but not limited to, text, audio, 3D objects and GPS coordinates. In this work, we propose SmartOverlays, a generic label placement framework that enhances the effectiveness of situated visualization across most of the hand-held/head mounted AR applications. SmartOverlays can be a great addition to low field of view devices like head mounts, where any obstruc-

\(^1\)Refer https://ilab-ar.github.io/SmartOverlays/ for more details and demo video.
tion in an already constrained environment can greatly hamper the immersive experience.

There are certain key challenges in placing labels in AR. Overlays could take a variety of geometric shapes/sizes as per application specifications. Furthermore, the number of possible label positions grows exponentially with the number of items to be labelled, making the problem NP-Hard [1].

Previous works employed either sensor information such as GPS information, or used cues from the overlay features such as configuration of fixed anchor points [5, 12] as a criteria to place labels. Eye tracking for AR can be utilised for label placement to know a suitable position of the label. In this work, we consider eye gazes as the visually salient part of the scene as it is an inherent feature of the image aiding in understanding the dynamics of the scene. Thus, we incorporate Saliency Attention Model [3] as a part of label placement model in combination with image aesthetics to reduce the strain on labels overlayed. Our work does not focus on generating meaningful caption which is an open problem in computer vision community, neither do we address label content based on scene understanding of an image. However, these aspects can be combined with the proposed SmartOverlays algorithm, to deliver promising artificial intelligence applications. Key contributions of our work are: (a) We propose SmartOverlays, a multi-label placement framework on video frames/live feed utilizing object cues from object detector and visual saliency. (b) We ensure temporal coherence in placed labels using tracking based methods. (c) We introduce two metrics, Label Occlusion over Saliency score (LOS) and Temporal Jitter metric, for measuring the effectiveness of overlay placement spatially and temporally.

2. Proposed Method

We formulate the label placement problem as follows: the input for our pipeline is an RGB video $V < f_1, f_2, ..., f_n >$ with frame sequence of length $n$ and each frame of dimension $F_w \times F_h$. Our proposed model outputs an image coordinate $P = (x^i, y^i)$, for the $i^{th}$ label in a frame, where $1 \leq x^i \leq F_w$ and $1 \leq y^i \leq F_h$. $P$ represents the most suitable coordinate in the frame space for placing the $i^{th}$ overlay. This point corresponds to the top left corner of the overlay or overlay bounding box if the overlay is non rectangular. In case of unconstrained overlays, we consider the tightest bounding box surrounding the overlay. Figure 2 shows an overview of our SmartOverlay algorithm.

2.1. Object Detection and Saliency Map Computation

For multiple label placement, it is necessary to have correspondences of labels with object of interest; the labels as placed as close to the relevant objects as possible. Hence, we detect and label objects in the input video frames using a YOLOv2 [10] object detector.

We then use Saliency Attention Model (SAM) proposed by Cornia et al.[3], for computing saliency maps. SAM is trained on video frames along with its saliency ground truth in the form of both saliency density map and eye-fixation points. Cornia et al.[3] propose a loss function that is a combination of different scoring metrics for saliency maps, given by:

$$L(\hat{y}, y, y^{fix}) = \alpha\text{NSS}(\hat{y}, y^{fix}) + \beta\text{CC}(\hat{y}, y) + \gamma KL(\hat{y}, y)$$

where $\hat{y}$, $y$ and $y^{fix}$ are the predicted saliency maps, ground truth saliency maps and eye-fixation points respectively and $\alpha$, $\beta$ and $\gamma$ are three scalars which balance the three loss functions. NSS, CC and KL are saliency evaluation metrics (NSS is the Normalized Scanpath Saliency, CC is the Linear Correlation Coefficient and the KL, Kullback-Leibler Divergence). These metrics help learn saliency maps for video frames as it is helpful in estimating similarity and dissimilarity between two saliency maps [7].

2.2. Overlay/Label Placement

We consider each detected object sequentially, in the decreasing order of saliency occlusion, for placing labels on the frame. Once we place an overlay we mark the region occupied by the overlay as highly salient. We see that this region is unsuitable for placing other overlays as it will increase occlusion with salient region. Thus, we rank the object label pairs as per the label occlusion over saliency (LOS) score of bounding box of object of interest which is a metric to decide the saliency occlusion by label.

$$LOS(N, G) = \frac{\sum_{(x,y) \in N} G(x,y)}{|N|}$$

where $N$ is the set of pixels $(x, y)$ that is occluded by overlay and $G$ is the ground truth saliency map generated from the SAM.

Apart from minimizing the occlusion with highly salient region, there are three additional objectives that we consider while placing an overlay - (a) The overlay must be as close to the corresponding object as possible, (b) Connector or leader lines, connecting objects and overlays, should not intersect with each other, (c) The overlay must satisfy diagonal heuristic and central bias.

2.2.1 Proximity to Objects of Interest

We propose an approach based on a strict Voronoi partitioning [15] (boundary excluded) of the image space. We choose the seed points of the Voronoi partitions as the centroids of the bounding boxes that are generated from the YOLOv2 detector. The Voronoi formulation ensures that
Figure 2: Overview of SmartOverlays label placement framework: We take video frames as input and pass it to object detector (that also generates labels) and Saliency Attention Module for saliency estimation. Thus, the object detector and label generator module also creates object-label correspondences. SAM [3] computes the saliency maps for each of the video frames. In the final module, we compute the overlay position for each label in a frame based on the object-label correspondences, saliency maps and overlay placement objectives.

the label’s top left corner, $P$, is placed close to the corresponding objects due to the defining property of the Voronoi partitions which states that each of such partitions ensure proximity to its corresponding seed point.

2.2.2 Avoiding Intersection of Connectors

For clarity of object-label pair correspondences, we use connectors or leader lines - a path of line segments that connects the center of the object bounding box to one of the corners of the corresponding label. We choose the label corner that (i) has the least Euclidean distance to the object bounding box centroid and, (ii) is strictly within the same Voronoi partition as that of the object bounding box centroid. In our work, we use only a single line segment, $C(s_1, s_2)$ where $s_1$ and $s_2$ are the endpoints of the line segment, as connectors. As per the widely accepted aesthetic rule, a connector should not intersect with any other connector [11]. The proposed connector placement method prevents such intersections because Voronoi partitions are convex polygons [15]. Also, since the endpoints of the connectors lie in the Voronoi partition, all the points on the connector lie in the same region. Due to mutual exclusivity of the partitions, the different connectors do not intersect.

2.2.3 Diagonal Heuristics and Central Bias

Malu and Indurkhya [9] show that placing labels on the diagonal angle bisectors tends to increase the user experience in viewing. Furthermore, studies have shown that eye-fixation points tend to cluster towards the centre of the scene [13, 14]. Thus, to improve user experience, we add central bias and diagonal heuristics to the saliency map. For improving the legibility of text in labels, we use an adaptive color scheme where the text color adapts to the texture present in the label’s background using Maximum HSV Complement[4].

2.3. Temporal Coherence in Label Placement

Real-time label placements can be jittery due to dynamic scene changes and drastic object movements in the input videos. To address this, we employ two schemes for maintaining temporal coherence in the label locations - Fixed Label and Tracking by Optical Flow methods (refer to Figure 3).

In Fixed Label method, we assume the motion of moving objects to be small. Therefore, for a small time interval within $\Delta k$ frames, we update the anchor points of the connectors without changing the label location. We track the locations of the corresponding objects by taking bounding box locations with the maximum IoU among all the bounding box pairs (with IoU greater than 0.75).

For Tracking by Optical Flow method, we extend the Fixed Label method. Along with centroid, here, we also update the location of centroid of object bounding box, $C^n_i$, along with label location, $L^n_i$, in frame $f_i$ and $n \in \{1, \ldots, N_O\}$ ($N_O$ being the number of tracked objects). We update $C^n_i$ to $UC^n_i$ using exponential weighted average as follows

$$UC^n_i = (1 - \beta)C^n_i + \beta T^n_i (i-1),$$

with $\beta$ being the weight. Exponential weighted average ensures a smooth flow of label resulting in minimum jitter.
Figure 4: Label leader lines intersections. (a) shows the percentage of objects intersecting leader lines in the entire video. Label dimensions are directly proportional to leader-leader line intersections owing to the increase in inter label distances. (b) shows the total number of labels placed in the entire video sequence. In (c) we see the effect of label filtering for larger label dimensions due to unavailability of space for placement ($D$ is the image dimension in all the analysis).

We choose centroid and 8 points around centroid for robust object centroid tracking. We select multiple points as there might be an error in tracking only a few points. More than 9 points could be used but empirically we found that using 9 was enough to maintain symmetry and reduce computation. We track these 9 points in subsequent frames, using optical flow tracking [2]. In the corresponding object voronoi partition a location, $L_i$, is computed with minimum saliency. Now the updated label location, $UL^n_i$, is calculated by taking exponential weighted average again, as

$$UL^n_i = (1 - \gamma)L^n_i + \gamma UL^n_{(i-1)},$$

(4)

with $\gamma$ being the weight. We give more weightage to the information obtained from previous frames and, thus, set $\beta$ and $\gamma$ to 0.9.

3. Experiments and Results

We performed all the experiments on an Linux platform system with an Intel Xeon CPU E5-2697 v3 2.60GHz with an Nvidia Tesla K40c GPU with 12GB RAM. For label generation and object detection, we use an YOLOv2 pretrained on COCO [8] dataset that has 80 classes. We resize input video frames to $608 \times 608$ before passing it to YOLOv2. For computing saliency maps, we use a SAM that is pretrained on SALICON dataset [6] containing eye fixation ground truths for images. For evaluating our placement We use the values of the hyperparameters $\alpha = -1 = , \beta = -2$ and $\gamma = 10$, in loss function as specified in [3].

We also investigated a few user defined specifications and their effects in the framework. The user can define the shape and size of the labels that we overlay. In cases where the size of a label is larger than that of the corresponding Voronoi partition the search space will be empty. As a result the placement module misses out on such labels and this helps in filtering labels in a cluttered environment (see Figure 4).

For evaluating the jitters from the methods, to ensure temporal coherence in labels, we define a metric, temporal jitter metric, $M_j$, as $M_j = \frac{d_o}{d_o + \epsilon}$ where $d_o$ and $d_l$ are the distance traveled by an object and its corresponding label throughout the duration of the video and $\epsilon$ is a small constant added to avoid division by zero. $M_j$ captures the relative motion of label with respect to the its corresponding object due to the $d_o$ in the denominator. Figure 5 shows the effectiveness of the proposed algorithms in terms of low $M_j$ with varying number of stationary and moving objects. Figure 5(a) depicts an important observation that jitter in Fixed Label method is lesser than Optical Flow Tracking method. This could be because the latter method takes into account the motion of the object which could be jittery due to the inaccuracies in object detection step. Figure 5(b) shows that lower number of stationary object vary for different techniques throughout the video sequence.

Figure 5: Comparison of temporal coherence in label placement by SmartOverlays without temporal coherence, fixed label method and optical flow tracking method. (a) Comparison of changes to temporal jitter metric on different types of videos (y-axis in log-scale), and (b) the number of stationary object vary for different techniques throughout the video sequence.
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