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Abstract

Face recognition has become a vital component of vari-

ous safety and security systems with applications in safety

and security systems, law enforcement applications, ac-

cess control etc. Ageing makes face recognition challeng-

ing as the facial features evolve over time. In this paper,

we propose a ScatterNet Inception Hybrid Network (SIHN)

network that learns deep features for age-invariant face

recognition. The trained system is evaluated on a sepa-

rate dataset of 200 videos corresponding to 100 celebrities

collected from public sources. These videos contain faces

recorded at different locations, scales, rotations, illumina-

tion and ages. Experimental results evaluated over 27000

frames show that the proposed method can achieve state-of-

the-art performance on both our video dataset as well as the

other widely used datasets for age-invariant face datasets

such as CACD and FG-NET. The system finds the individ-

uals of interest from the videos in real-time at 18 fps. This

research also introduces the Celebrities Video Aging (CVA)

dataset used for evaluating the deep network which hope-

fully may encourage researchers interested in using deep

learning for age-invariant face recognition.

1. Introduction

Sci-Fi and crime dramas have recently shown the use of

extremely advanced facial recognition systems. Recent ad-

vances have made these seemingly unrealistic systems a re-

ality [23, 27, 38, 21, 43]. These systems have proven to be

very useful for numerous applications including face recog-

nition in crowds [23], disguised face recognition [27, 38],

kinship verification [21], and most recently age-invariant

face recognition [43].

Temporal invariance or age-based invariance in face

recognition is of particular interest to law enforcement

Figure 1. Examples of effect of aging on human faces. Top image

is a childhood images of celebrities and the corresponding images

below those are the adult images of same celebrities

agencies as it can be used to search for missing chil-

dren [2, 30], recognize individuals of interest over time [42],

perform passport photo verification [16] etc.

This is a challenging task because human faces can vary

significantly over time in many aspects, including facial tex-

ture (e.g. wrinkles), shape (e.g. weight gain), facial hair,

the presence of glasses, etc. In addition, the image acqui-

sition conditions and environment may also change, which

can cause-uniform illumination and scale changes. Fig. 1

shows several such examples with different age gaps.

A number of systems have recently been proposed

which can effectively perform age-invariant face recogni-

tion. These systems are primarily trained and evaluated on

few face-frontal images of individuals recorded in a well-

lit camera setting with minimal variations in position, ro-

tation, scale or illumination. In this paper, we propose the

ScatterNet Inception Hybrid Network (SIHN) that can, in

real-time, solve the challenging task of age-invariant face

recognition in real-world videos. The proposed SIHN net-

work learns deep features for age-invariant face recognition

rapidly from relatively fewer labelled examples. The net-

work is trained and evaluated on a dataset of 200 real-world

celebrities videos collected from public sources. These

videos contain faces recorded at different locations, scales,



rotations and illumination variations.
The novelties of the proposed system and the advantages

over other techniques are detailed below:

• ScatterNet Inception Hybrid Network: The proposed

SIHN network for age-invariant face recognition con-

sists of a hand-crafted ScatterNet front-end and an

Inception ResNet-v1 (IR) [40] based backend. The

SIHN network is constructed by replacing the first two

convolutional, relu and pooling layers from stem of the

IR network with the ScatterNet [34]. This improves

learning speed of the Inception ResNet-v1 network as

the ScatterNet front-end extracts invariant (translation,

rotation, and scale) [31] edge features which can be

directly used to learn more complex patterns from the

start of learning. Processing speed is very important in

this application to enable real-time recognition, SIHN

complimenting this requirement.

• False Positive Removal: The paper introduced three

novel strategies for false positive removal for this ap-

plication. They are described here: (i) A gender de-

termination algorithm is used to ensure that the gender

of the detection is same as that of query image. (ii) A

detection is considered to be true only when the same

detection appears in the previous frame as well as the

next frame of the video. This eliminates the majority

of false positives (iii) Certainty metrics are proposed

(Section 4.4) to show how certain the system is about

its detection. These metrics can be used to set a thresh-

old. A recognition resulting in a certainty metric below

the threshold is ignored.

• Proposed Datasets: The paper presents the Celebri-

ties Video Aging (CVA) dataset of 200 videos of 100

labeled individuals and about 557 unknown individu-

als. The dataset contains videos with faces recorded at

different variations of scale, illumination, orientation,

blurriness, etc. In addition, we propose the Modified

Large Age Gap (MLAG) dataset having total of 5,045

images of 1,010 celebrities. This dataset was created

by making additions to the original LAG dataset to

take in account the variations in orientation, blurriness

etc. which were not present in LAG. These datasets

may encourage researchers interested in using deep

learning for age-invariant face recognition.

• Real-time Identification: In addition to the time boost

provided by the SIHN, few more techniques are used

to reduce processing time. Frame skipping is used

in videos with high frames per second (fps) measure.

This can be done as several intermediate frames con-

tain redundant information. Video formats with least

read-write delay are used at the cost of extra storage

space, saving the time taken in compression and de-

compression.

The proposed Age-Invariant Face Recognition system can

be used to identify faces in a running video stream which

correspond to childhood images already in the database.

The face recognition performance of the system is also com-

pared with the state-of-the-art methods.
The paper is divided into the following sections. Section

2 summarizes the previous related work done on this topic.

while Section 3 introduces the proposed CVA and MLAG

datasets. Section 4 describes the Proposed System, Section

5 details the experimental results and Section 6 concludes

this research.

2. Related Work

In recent years, many systems have been proposed on

age-invariant face recognition or verification [12, 18, 26, 11,

5]. Generally, all these approaches can be categorized into

two groups.
The first is based on the generative approaches [10, 17,

26, 11], which construct 2D or 3D generative models to

compensate for the aging process and synthesize face im-

ages that match the age of query face images. These mod-

els heavily depend upon strong parametric assumptions,

clean training data, as well as accurate age estimation and

hence, are limited in unconstrained environments. The sec-

ond set of approaches are based on discriminative mod-

els [18, 5, 19, 25, 8] which use robust facial features and

discriminative learning methods to reduce the gap between

face images captured at different ages. Probabilistic Lin-

ear Discriminant Analysis (PLDA) [14] was employed to

establish a generative linear model whose latent space was

iteratively derived by using the Expectation-Maximization

(EM) [22] algorithm to solve the task of age-invariant face

recognition.
The second set of approaches rely on discriminative

methods. Li et al. [18] use multi-feature discriminant anal-

ysis for close-set face identification. Gong et al. [11] pro-

posed to separate identity and age components using hid-

den factor analysis. Ling et al. [19] used gradient orienta-

tion pyramid with SVM for age-invariant face recognition.

Otto et al. [25] used facial component localization to ana-

lyze variations due to age, Chen et al. [5] used the Cross

Age Reference Coding (CARC) method. CARC tries to use

a set of reference faces in order to accomplish the task of

age-invariant face recognition. It encodes the low level fa-

cial features with the representation in the reference space.
These reported systems have been reasonably successful

in matching the picture of the child to that of its adult self.

However, these systems perform matching only when the

images (in the database and to be matched) contain frontal

faces, recorded from close proximity. This limits the ap-

plicability of these systems in real-world scenarios as the

image in the database needs to be matched to a video or

video frames which may contain numerous faces that can

appear at different positions, orientations, and scales. These



Figure 2. Pipeline of proposed age-invariant recognition system. The MTCNN is used to detect all the faces in input video frame to get

the bounding boxes. The cropped faces with the target childhood image are sent to the SIHN for embedding generation. The low level

features extracted by ScatterNet at L0, L1, and L2 are concatenated and given as input to the Inception ResNet (IR), which in turn outputs

the embedding. By distance matching, the most similar face is determined and certainty metrics are calculated. In addition, false positive

checks are done, if passed, the similar face is marked in red box and others are marked in green.

videos can also be affected by noise and illumination vari-

ations which further complicates this problem. In addition,

there are no computation optimizations presented by these

methods. This makes these methods ineffective in real time

scenarios where fast processing is a must.
Chen et al. [5] has done extensive literature review on

the previous related work. The same matches up well for

our work, and hence this section is a derivative from same

section of that work.

3. Datasets

Many cross age datasets have been presented over recent

years. Most of these do not provide sufficient variations for

effective training in real world conditions like blurriness etc.

as shown in Table 1. We present two custom datasets below,

the Celebrities Video Aging (CVA) dataset in unconstrained

video format and Modified Large Age Gap (MLAG) dataset

which is our extension to the original LAG dataset [3] by

adding additional faces to account for more drastic varia-

tions.

3.1. Modified Large Age Gap (MLAG) Dataset

LAG [3] is a smaller dataset characterized by images of

each person at different wide spaced ages, it contains 3,828

images of 1,010 celebrities. For each identity at least one

child image and one adult image are present. This dataset

was modified and extended by adding more cropped faces

from few videos retrieved from public sources similar to

CVA dataset. 1,217 more images were added to the dataset

to make the new dataset having total of 5,045 images of

1,010 celebrities. This addition of images was done to take

in account the variations in illumination, orientation, blur

levels etc. These variations were more or less absent in

the original LAG dataset. The meaning of large age gap

is twofold: one way it refers to photos with extreme differ-

ence in age, e.g. a child face of 5 years old may be matched

with adult face of 65 years; on the other hand it also refers

to large difference in appearance due to the aging process:

for example, 5 years old to 20 years old is numerically not a

very large difference in age but may be very large difference

in appearance due to rapid changes during early years of a

person. The MLAG dataset covers both aspect. The dataset

contains images ranging from 2 years old to about 90 years

old. This modified LAG dataset was used to fine tune the

pretrained model to learn age progression.

3.2. Celebrities Video Aging (CVA) Dataset

This research proposes an annotated Celebrities Video

Aging (AVI) dataset which is used by the proposed SIHN

network to evaluate age-invariant facial recognition perfor-

mance. The dataset is composed of 200 videos where each

video contains 2 to 20 different human faces. The com-

plete dataset consist of 657 individuals out of which 100

(15.22%) are labeled and rest 557 are unknown. The videos

are retrieved from public sources like YouTube. Each video

ranges from 4-14 seconds at 30fps and are at varied reso-

lutions. This is primarily used as a validation set to mimic

real world scenarios. The videos are directly given as input

to the system without any prepossessing for validation.

The age-invariant face recognition task on these videos

is an extremely challenging problem as these videos can

be affected by illumination changes, shadows, poor res-

olution, and incessant motion blurring common in most

videos recorded at low fps. In addition to these, the hu-



Table 1. Comparison of different cross-age datasets

Dataset LAG [3] Modified LAG CVA CACD [5] FG-NET [1]

Images 3,828 5,045 27k 163k 1k

Subjects 1,010 1,010 100 2k 82

Noise-free Yes Yes No Yes Yes

Frontal Faces only Yes No No Yes Yes

Blurred Faces present No Yes Yes No No

man faces can appear at different locations, orientations,

and scales. The proposed dataset includes images with the

above-detailed variations as these can significantly alter the

appearance of the humans and affect the performance of the

surveillance systems. Such dataset enables a largely fair

evaluation of the system. The SIHN network, when trained

on the VGGFace2 and Modified LAG (MLAG) dataset, can

learn to recognize humans despite these variations.

4. Proposed System

This section introduces the age-invariant recognition

system which first uses MTCNN to detect faces in video

frame followed by the proposed ScatterNet Inception Hy-

brid Network (SIHN) to extract age-invariant features. The

system uses cloud computation to achieve the identification

in real-time. Each part of the age-invariant recognition sys-

tem is explained in the following sub-sections.

4.1. Face Detection and Alignment using MTCNN

We use MTCNN to detect faces in a given video frame.

MTCNN [47] is a deep-cascaded framework which inher-

its the correlation between face detection and alignment to

boost up their performance. It produces state-of-the-art per-

formance with the use of a Proposal Network (P-Net), a Re-

fine Network (R-Net), and O-Net which is similar to R-Net.

The detected faces are used by the SIHN network to learn

high level age-invariant representations.

4.2. ScatterNet Inception Hybrid Network (SIHN)

The SIHN is used to encode the faces detected, using

MTCNN detailed above, into age-invariant high-level rep-

resentation. This section details the proposed ScatterNet

Inception Hybrid Network (SIHN), inspired from Singh et

al.’s work in [35, 36, 32, 37], composed by combining the

hand-crafted (front-end) two-layer parametric log Scatter-

Net [34] with the Inception ResNet (IR) (back-end) shown

in Fig. 2. The ScatterNet accelerates the learning of the

SIHN network by extracting invariant edge-based features

which allow the SIHN network to learn complex features

from the start of the learning [35]. The ScatterNet (front-

end) part of the proposed SIHN network are presented be-

low.
ScatterNet (front-end): The parametric log based

DTCWT ScatterNet [34] is an improved numerous version

of the hand-crafted multi-layer Scattering Networks [33,

24] proposed over the years. The parametric log Scatter-

Net extracts relatively symmetric translation invariant rep-

resentations using the dual-tree complex wavelet transform

(DTCWT) [29] and parametric log transformation layer.

The ScatterNet features are denser over scale as they are ex-

tracted from multi-resolution images at 1.5 times and twice

the size of the input image. Below we present the formula-

tion of the parametric DTCWT ScatterNet for a single in-

put image which may then be applied to each of the multi-

resolution images.
The parametric log ScatterNet is a hand-crafted two-

layer network which extracts translation invariant feature

representation from an input image or signal. The invariant

features are obtained at the first layer by filtering the input

signal x with dual-tree complex wavelets (better than co-

sine transforms [15]) ψj,r at different scales (j) and six pre-

defined orientations (r) fixed to 15◦, 45◦, 75◦, 105◦, 135◦

and 165◦. To build a more translation invariant represen-

tation, a point-wise L2 non-linearity (complex modulus) is

applied to the real and imaginary part of the filtered signal:

U [λm=1] = |x ⋆ ψλ1
| =

√

|x ⋆ ψa
λ1
|2 + |x ⋆ ψb

λ1
|2 (1)

The parametric log transformation layer is then applied to

all the oriented representations extracted at the first scale

j = 1 with a parameter kj=1, to reduce the effect of outliers

by introducing relative symmetry of pdf [34], as shown be-

low:

U1[j] = log(U [j] + kj), U [j] = |x ⋆ ψj |, (2)

Next, a local average is computed on the envelope

|U1[λm=1]| that aggregates the coefficients to build the de-

sired translation-invariant representation:

S1[λm=1] = |U1[λm=1]| ⋆ φ2J (3)

The high frequency components lost due to smoothing are

retrieved by cascaded wavelet filtering performed at the sec-

ond layer. Translation invarinace is introduced in these fea-

tures by applying the L2 non-linearity with averaging as ex-

plained above for the first layer [34].
The scattering coefficients at L0, L1, and L2 are:

S =
(

x ⋆ φ2J , S1[λm=1], S2[λm=1, λm=2] ⋆ φ2J

)

(4)

The rotation and scale invariance are next obtained by filter-

ing jointly across the position (u), rotation (θ) and scale(j)

variables as detailed in [31].



The features extracted from L0, L1, and L2 are con-

catenated and given as input to the Inception ResNet (IR),

to learn high-level features for age-invariant face recogni-

tion. The ScatterNet features help the proposed SIHN to

converge faster as the convolutional layers of the Inception

network can learn more complex patterns from the start of

learning as it is not necessary to wait for the first layer

to learn invariant edges as the ScatterNet already extracts

them.
The ScatterNet Inception Hybrid Network (SIHN) is

trained on the modified LAG dataset using triplets loss. A

triplet consists of one anchor image, one matching image

to anchor and one non-matching image to anchor [40]. A

triplet loss function is designed to minimize the the dis-

tance value between the anchor and the match which have

the same identity and maximize the distance value between

anchor and the non-matching image which are different

identities. The network generates an embedding of 512-

dimensions which capture the age-invariant facial features.

4.3. Face Comparison

The faces in the queue frames obtained by decompos-

ing the test video are compared with the database of child

images. The matching is performed by extracting the em-

bedding of the images in the databases as well the faces

extracted from the test video. The aim is to find a embed-

ding for one of the faces in the test video which matches

closes to one of the faces in the database. These embed-

dings are compared to the stored embeddings of all child-

hood faces using Euclidean (L2) distance. A distance suffi-

ciently below a distance threshold denotes a potential match

further verified by the three false positive removal filters

given above. This approach is inspired by the FaceNet Uni-

fied Embedding [28] system.

4.4. Uncertainty Estimates

The uncertainty estimates are generated on the embed-

dings produced by the network using dropout at test time

as proposed by Yarin Gal et al. [9]. We generate 50 em-

beddings at test time for a single test image with dropout

enabled. These embeddings are used to perform face com-

parison. This is particularly important in this application as

in the majority of the instances, the childhood pictures in

the database don’t have a match in the current video frame.

In such cases, it is crucial to know the confidence of the

closest recognition. Low confidence recognition is simply

ignored.

4.5. Elimination of False Positives

We propose a new algorithm for eliminating the false

positives to improve the efficiency and performance of the

system. False positives refer to normal data being falsely

judged as alerts, which, to a certain degree, reduces the per-

centage of authentic predictions by the system. Due to var-

ious unpredictable factors, in real life scenarios it is evident

that the system gets perplexed while making predictions for

a frame or two.

To obviate such false positives, an inter-frame compar-

ison process is invoked which works in parallel with the

prognosis algorithm. The inputs, videos from the CCTV

cameras are split into a certain number of frames and then,

a frame by frame analysis is done on the target individual.

The system identifies the target only when it is positively

detected in three consecutive frames. This makes it more

certain for us to believe that the target individual is indeed

caught in the video. Certainty measurements are also used

as a threshold to eliminate additional false positives.

In detection with near-threshold L2 distances, additional

checks are necessary. A gender identification script is in-

voked and it is ensured that the gender of detected face is

same as gender of the younger face in database to which it

was matched.

5. Experimental Results

This section presents the results of the experiments per-

formed on the introduced datasets using the proposed SIHN

network for age-invariant face recognition. The system uses

the MTCNN first to detect and align faces in the current

frame. The detected, cropped and aligned faces are passed

through SIHN to construct a 512 dimensional vector rep-

resentation for each face and finally the proximity of these

vectors is compared with the target’s vector to identify the

person of interest in the video frame. The consequent sec-

tions details the performance of each part of the system.

We also compare this system with the state-of-the-art with

regards to performance of age-invariant face recognition.

5.1. MTCNN for Face Detection

The faces in the frames are detected using the MTCNN.

MTCNN is composed of three sub-networks namely: P-

Net, R-Net and O-Net as detailed in Section 4.1. P-Net,

R-Net and O-Net takes a 12x12, 24x24 and 48x48 image as

input respectively and outputs a matrix showing whether or

not a there is a face. And if there is, the coordinates of the

bounding boxes and facial landmarks for each face are pre-

sented. The dataset WIDER-FACE [46] was used to train

all of these three networks. WIDER-FACE has 32,203 im-

ages with 393,703 faces in different situations and locations.

This dataset was pre-processed for the respective networks

of MTCNN. Training parameter set were: Adam Optimizer,

learning rate of 0.001, weight decay 0.0005, batch size 256,

iteration count 135,000 (31.5 epochs). The detection per-

formance of the MTCNN network is presented in Table 2

below:



Figure 3. Still frames from CVA showing red box around the detected faces under different variations by matching from child photo (inset).

These frames are extracted from 3 videos of CVA, processed using the proposed system. 1st column show the robustness against orientation

and blurriness. 2nd column against extremely variant illumination conditions. 3rd column against low illumination and varying scale.

Table 2. Accuracy of P-Net, R-Net and O-Net

N/W. 12-Net 24-Net 48-Net

MTCNN 94.24% 95.1% 95.1%

5.2. Fine tuning on Modified LAG (MLAG) Dataset

This section details the training of Inception ResNet

model on the modified LAG dataset. An Inception ResNet

model pretrained on the VGGFace2 [4] is used for this task.
VGGFace2 [4] is a popular large scale image dataset for

face recognition. It contains 3.31 million images of 9131

subjects having an average of 362.6 images per subject. Im-

ages are retrieved from Google Image Search and have large

variations in illumination, pose, age, ethnicity and profes-

sion. Identity overlap with LFW [13] were not removed

and only the training set was used. A pre-trained model us-

ing VGGFace2 was used as a base model characterizing the

general face modalities. The accuracy of this pre-trained

model is 99.65%

A pre-trained Inception ResNet model trained on VG-

GFace2 is loaded. A set of layers representing high level

features are chosen by trial and error to be retrained. The

Modified LAG dataset is pre-aligned using MTCNN and

cropped to standardized sizes. The chosen layers are re-

trained using these face images from LAG. A subset of still

frames extracted from CVA dataset are used to perform unit

tests on the resultant model. The extent of fine-tuning is de-

cided by observing the performance of intermediate models

in the unit test.

The Inception ResNet-v1 model contains a total of 490

trainable variables. From these last 95 variables responsi-

ble for high level features are being trained and rest are

frozen. Following are the training parameters: imageSize

160x160, optimizer RMSprop, learningRate 0.01, weight-

Decay 0.0001, number of epochs 2, embedding size 512,

gpuFraction 0.5



Figure 4. Examples of large age gap recognition. The childhood

image (bottom right) of the celebrity is used to find a match from

all faces in the video frame

5.3. Experiments on Datasets

The performance of the proposed system is measured on

two standard datasets (CACD-VS and LFW) and one cus-

tom dataset (CVA) presented in this paper.
The performance on the proposed datasets is presented

with True Positive (TP), False Positive (FP), True Nega-

tive(TN) and False Negative (FN) measures as well as the

final classification accuracy. As for the standard datasets,

on only the final classification accuracy is presented.

5.3.1 Experiments on CVA Dataset

CVA dataset contains a total of 200 videos (27k frames)

with 100 labeled individuals and 557 unlabeled. Each

frame may contain 2 to 20 different faces. For better accu-

racy analysis on CVA dataset, we chose to perform manual

counting on a randomly chosen subset of 540 frames from

CVA dataset. The frames in FP and FN sets are not mutually

exclusive (contain repeated frames).

Table 3. Confusion Matrix
** Predicted NO Predicted YES

Actual NO TN=92 FP=37

Actual YES FN=44 TP=378

Calculations made from Table 3: Total = 551 (includes

repeated frames)
Accuracy 0.8529; Mis-classification 0.147; Precision

0.911; Sensitivity 0.896; Specificity 0.713

Table 4. Comparison of different methods on CVA

Method Accuracy

CARC [5] 74.23%

LF-CNNs [44] 84.19%

SIHN 85.29%

5.3.2 Experiments on CACD-VS

CACD [5] dataset consists of 163,446 images of 2,000 in-

dividuals. The ages of the images range from 10 years to 62

years. The dataset presents these images in different illumi-

nation, orientation and scales. CACD-VS is a verification

subset of CACD such that there are 2,000 pairs of positive

samples and 2,000 pairs of negative samples to give a to-

tal of 4,000 image pairs. We pass these through MTCNN

and then the SIHN system. We then compare the prediction

with actual.
The results are shown in Table 5. We can observe that

SIHN significantly outperforms other methods. It is also

seen that SIHN is better than human performance, further

reinforcing the robustness of this work.

Table 5. Comparison of different methods on CACD-VS

Method Accuracy

High-Dimensional LBP [7] 81.6%

HFA [11] 84.4%

CARC [5] 87.6%

LF-CNNs [44] 98.5%

Human, Average [6] 85.7%

Human, Voting [6] 94.2%

SIHN 96.2%

5.3.3 Experiments on LFW

LFW [13] is a popular benchmark for general face recogni-

tion. It has 13,233 images of 5,749 individuals obtained in-

the-wild (unconstrained). The model is tested on 4,000 face

pairs randomly selected from LFW. We follow the ”Unre-

stricted, Labeled Outside Data” protocol of LFW. This test



set is disjoint from the training set. The results given in Ta-

ble 6 show that in addition to cross-age recognition, SIHN

is also as effective in general face recognition.

Table 6. Comparison of general methods on LFW

Method Images Accuracy

DeepFace [41] 4M 97.35%

FaceNet [28] 200M 99.65%

DeepID2+ [39] - 99.47%

Center-Loss [45] 0.7M 99.28%

SphereFace [20] 0.5M 99.42%

SIHN 3.3M 99.36%

5.4. Runtime Performance

The runtime performance of age-invariant face recogni-

tion system was computed on cloud. It consists of three

parts: i) Face detection using MTCNN, ii) Obtaining em-

bedding using SIHN iii) Calculation of L2 distances and

false positive removal. The server was equipped with Intel

Xeon family CPU and 1x NVIDIA Tesla GPU. The deep

learning framework used was Tensorflow, accelerated us-

ing cuDNN framework. The system performs age-invariant

face recognition on videos at a speed of 12fps to 18fps de-

pending on number of faces in frame and other factors like

system load. In comparison, under similar conditions, LF-

CNNs operates at 6-7 fps.

6. Conclusion

The paper proposed the Real-time Age-Invariant Face

Recognition System for videos. The system first uses the

MTCNN network to detect faces in the input video which

are then used by the SIHN to extract the embeddings. Sim-

ilar embeddings are obtained for the images in the child

database. The aim was to find an embedding for one of the

faces in the test video which matches closes to one of the

faces in the database. The proposed system is able to solve

this task effectively. The proposed system outperforms the

state-of-the-art technique on the cross-age dataset CACD-

VS as well as gives similar performance on general face

recognition dataset LFW when compared with popular gen-

eral face recognition frameworks.
The proposed SIHN network uses ScatterNet features

which allows them to learn useful representations rapidly

using relatively fewer labelled examples. The utilization

of fewer labelled examples for age-invariant recognition is

beneficial as it is expensive to collect annotated video ex-

amples.
The paper also introduced the Celebrities Video Aging

Dataset which can be used by other researchers to use deep

learning for aerial surveillance applications. This system

is highly application oriented and deployable in real-world

scenarios.
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