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Abstract

Person attribute recognition aims to predict attribute la-

bels based on person’s appearance usually captured from

surveillance cameras. It is a challenging problem in com-

puter vision due to poor imaging quality with complex back-

ground clutter and unconstrained viewing conditions from

various angles and distances between person and surveil-

lance cameras. In this paper, we address such a problem us-

ing an end-to-end network called Global Super-Resolution

for Multi Attribute Recognition (GSR-MAR). GSR-MAR in-

tegrates a conversion process of low-resolution input im-

ages into high-resolution images and predicts person at-

tributes from input images. Before performing the classifi-

cation process, GSR-MAR not only converts low-resolution

images to high-resolution images to recover details of im-

age textures but also captures larger context information by

using large separable convolutional layers. The experiment

results on two popular benchmark datasets demonstrate the

performance improvement and effectiveness of our GSR-

MAR model over competing baselines.

1. Introduction

Person attribute recognition can be considered as a multi-

label image classification based on full person body’s ap-

pearance. It aims to predict multiple semantic attribute la-

bels with binary outputs such as gender, age, carrying a

backpack, carrying a bag, and wearing a hat. This task be-

comes highly demanding because of its benefits for vari-

ous visual applications, such as video surveillance and im-

age retrieval. However, in the real-world applications such

as video surveillance, recognizing person attributes is chal-

lenging due to the poor quality of input images and uncon-

strained viewing conditions from varying angles and dis-

tances between a person and surveillance cameras. These

visually degraded and obscured images can greatly affect

the performance of person attribute recognition from real-

world images.

Recently, deep learning-based methods have shown re-

Figure 1: (a) Baseline, a deep learning-based method

for person multi-attribute recognition. (b) Our proposed

method that integrates global super-resolution before con-

ducting multi-label classification in an end-to-end manner.

markable progress in person attribute recognition. Most

of the methods used convolutional neural networks (CNNs)

and its variants using the attention-based model [12], divid-

ing the input image into several parts, and using human pose

and body parts. Liu et al. [12] introduced a new attention-

based deep neural network that captures multi-level features

from different layers in the network in order to capture local

and global features and then assemble the features to com-

bine different semantic levels. Zhang et al. [19] explored a

new model that first detects poselets of person and extracts

each poselet using CNNs to get part-based deep represen-

tations. Li et al. [10] and Zhu et al. [20] divided an input

image based on body parts and then extracted all parts using

CNNs to get deep feature representations. However, these

works only utilize different methods to extract features lo-

cally and globally by using different body parts or pose-

lets. In contrast to existing methods, we aim to improve the

recognition performance by feeding the classification net-

work with high-resolution input images. However, acquir-

ing a high-resolution image dataset is a time consuming and

relatively expensive process. One intuitive solution is by

converting low-resolution images into high-resolution im-

ages on-the-fly during training and inference processes [1].



In this paper, we address such a problem using an end-

to-end network called Global Super-Resolution for Multi

Attribute Recognition (GSR-MAR). GSR-MAR integrates

a conversion process of low-resolution input images into

high-resolution images and predicts person attributes from

the converted high-resolution features. GSR-MAR not only

recovers details of textures from low-resolution images into

high-resolution images but also captures larger context in-

formation before performing the classification process due

to the use of large separable convolutional layers in its net-

work. Figure 1 describes the difference between our pro-

posed method and a baseline method. The baseline is a deep

learning-based method for person multi-attribute recogni-

tion that does not consider resolution conversion process.

We demonstrate the performance improvement and effec-

tiveness of our GSR-MAR model over the baselines on two

benchmark datasets RAP [11] and PA-100K [12]. The rest

of the paper is organized as follows. Section II presents

the related works in the field of person attribute recognition

and super resolution. Section III describes the details of our

proposed method. Section IV presents experiments and dis-

cusses our results. Section V concludes the paper.

2. Related Works

Person Attribute Recognition. Person attribute recog-

nition is defined as a multi-label image classification task

that has been widely applied to many applications such as

person re-identification for video surveillance and image re-

trieval. Recently deep learning based methods significantly

improved the performance of person multi attribute recogni-

tion [16, 12, 10, 18, 19, 20]. Sudowe et al. [16] introduced a

CNN model that is trained by considering relationships and

dependencies among all attributes in an end-to-end man-

ner with independent loss for each attribute. Liu et al. [12]

introduced a new attention-based deep neural network that

captures multi-level features from different layers in order

to capture local and global features and then assemble the

features to form different semantic features. Li et al. [10]

addressed the person multi-attribute recognition using two

methods: deep learning based single attribute recognition

(deepSAR) and deep learning multiple attribute recognition

which considers imbalance samples from datasets. Wang et

al. [18] formulated a model using recurrent neural network

in order to exploit pedestrian attribute correlation from in-

put image in sequential order. Zhang et al. [19] explored a

new model that first detects poselets of person and extracts

each poselet using CNNs to get part-based deep represen-

tation. Li et al. [10] and Zhu et al. [20] divided an input

image based on body parts and then extracted all parts us-

ing CNNs to form deep feature representation. In contrast

to our model, previous methods focus on learning different

attribute-related features locally and globally by using dif-

ferent body parts or poselets but ignoring the fact that clas-

sification can be improved by using higher resolution image

that can be converted along the way with classification pro-

cess.

Super-Resolution. Earlier super-resolution methods

that convert low-resolution into high-resolution images can

be classified into four categories: image statistical methods,

example-based methods, prediction model methods, and

edge-based methods. Even though these methods are com-

putationally fast, but they cannot build realistic image tex-

tures. In recent years, with the development of deep learn-

ing methods, several works have used CNN-based methods

for super-resolution task which sets the state-of-the-art per-

formance. It was started with Super-Resolution Convolu-

tional Neural Network (SRCNN) by Dong et al. [4] that pro-

posed CNNs to learn deep feature mapping for conversion

of low-resolution images to high-resolution images. A ma-

jor drawback of SRCNN is that it produces a higher compu-

tational complexity and visible artifacts. To address the the

drawback of SRCNN and to accelerate the training and test-

ing process, Dong et al. [5] proposed a new method called

Fast Super-Resolution CNN (FSRCNN) that uses a compact

CNN structure shaping like an hourglass. Shi et al. [15]

proposed Efficient Sub-pixel Convolutional Networks (ES-

PCN) that only conduct up-scaling operation at the very last

stage of its network. With the trend of deep learning meth-

ods that get deeper, Kim et al. [9] proposed a residual ar-

chitecture to learn feature mapping for super-resolution pur-

pose. Kim et al. [9] proposed a network with deep recursive

layers in order to reduce network parameters. In this paper,

we proposed to incorporate super-resolution sub-network to

learn high resolution feature maps for multi-attribute recog-

nition.

3. Proposed Method

3.1. Overview

The GSR-MAR integrates a conversion process of low-

resolution input images into high-resolution images and

predicts person attributes from input images. It consists

of two sub-networks: Global Super Resolution (GSR) net-

work and Representation & Classification (RC) network as

shown in Figure 2(a). The GSR network converts the low-

resolution images into high-resolution images, while RC

network learns converted high-resolution feature maps and

performs a multi-attribute classification. The multi-attribute

recognition task is conducted as follows: given an input im-

age I with corresponding N attribute labels, GSR-MAR re-

ceives a low-resolution input image I that will be converted

into high-resolution image using GSR network. RC net-

work then learns the output of GSR network and predicts

the attribute scores in an end-to-end manner.



(a) Network architecture of GSR-MAR

(b) Global Convolutional Module (GCM)

Figure 2: (a) An overview of our GSR-MAR network. It consists of two sub networks: Global Super-Resolution Network

(GSR) and Representation & Classification Network (RC). (b) The architecture of Global Convolutional Module (GCM)

which is an essential module in our Global Super-Resolution Network.

3.2. Global Super Resolution Network

The main purpose of global super-resolution (GSR)

network is to convert low-resolution images into high-

resolution images in order to be fed into the following RC

network. The GSR receives c and k parameters where c

is number of output filters and k is the kernel size, respec-

tively. Instead of using stacks of general convolutional lay-

ers, our GSR network consists of two Global Convolutional

Modules (GCMs) and a convolutional layer as described in

Figure 2(a). GCM employs large separable convolutional

layers to capture larger context information from input fea-

ture maps as shown in Figure 2(b). The GCM is inspired

from [13] that uses combination of large separable convo-

lutional layers for semantic segmentation. The first large

separable convolutional layers (upper line) consists of con-

volutional layers with kernel size of k×1 and 1×k, while

the second separable convolutional layer (bottom line) con-

sists of convolutional layers with 1×k and k×1. We then

perform an element-wise addition to outputs of two separa-

ble convolutional layers. It should be noticed that all con-

volutional layers in GCM are employed with ReLU (Recti-

fied Linear Unit) but the last convolutional layer in GSR is

trained without activation function. After getting the output

of GSR, we conduct a residual operation that will remove

similarities between upsampled low-resolution images and

converted high-resolution images.

3.3. Representation & Classification Network

The representation & classification (RC) network con-

sists of several convolutional layers and fully-connected

layers. The architecture of RC network is selected from var-

ious existing pre-trained models trained on ImageNet [14].

Specifically, we choose one model among five state-of-the-

art models: ResNet50 [6], Xception [2], InceptionV3 [17],

MobileNet [7], and DenseNet121 [8]. The pre-trained

model without the last fully-connected layer is then fol-

lowed by Global Average Pooling layer (GAP), a dropout

layer, and a classifier. By using pre-trained model, we learn

the transfer ability of network architectures trained on Ima-

geNet [14].

3.4. Optimization

The GSR-MAR is trained in an end-to-end fashion using

binary cross-entropy loss as in Eq. (1). Using this loss, we

jointly learn the relationship of all attribute labels as formu-

lated as follow:

L = −

1

N

N∑

i=1

KT∑

j=1

yij log(p̂ij)+(1−yij)log(1− p̂ij), (1)

p̂ij =
1

1 + exp(−xij)
, (2)

where p̂ij is probability score for the jth attribute of a input

image Ii. yij is the true label that represents the jth at-



Table 1: Performance of baseline method without fine-tuning of pre-trained model on RAP [11] and PA-100K [12] datasets.

Dataset Backbone mA Accuracy Precision Recall F1

RAP [11]

Xception [2] 49.98 36.16 79.83 38.81 52.29

ResNet50 [6] 50.03 40.75 75.49 45.41 56.71

InceptionV3 [17] 49.95 37.19 75.20 41.67 53.63

MobileNet [7] 50.02 36.46 73.89 40.86 52.62

DenseNet121 [8] 50.03 40.96 74.61 46.07 56.96

PA-100K [12]

Xception [2] 50.42 38.24 47.73 65.54 55.24

ResNet50 [6] 53.33 43.45 72.93 50.09 59.39

InceptionV3 [17] 50.14 40.83 65.37 49.39 56.26

MobileNet [7] 50.23 37.53 67.76 44.24 53.53

DenseNet121 [8] 51.07 41.91 67.84 50.06 57.61

Table 2: Performance of baseline method with fine-tuning of pre-trained model on RAP [11] and PA-100K [12] datasets.

Dataset Backbone mA Accuracy Precision Recall F1

RAP [11]

Xception [2] 50.06 39.88 73.05 45.69 56.22

ResNet50 [6] 54.72 47.78 78.88 53.33 63.61

InceptionV3 [17] 49.78 38.90 70.46 45.40 55.22

MobileNet [7] 50.03 38.40 75.81 42.85 54.75

DenseNet121 [8] 49.97 36.86 77.85 40.31 53.12

PA-100K [12]

Xception [2] 49.97 36.62 60.33 46.42 52.47

ResNet50 [6] 61.56 59.68 81.24 66.80 73.32

InceptionV3 [17] 50.40 39.19 62.87 47.45 54.08

MobileNet [7] 51.84 37.64 58.58 48.72 53.19

DenseNet121 [8] 49.98 29.38 52.31 37.83 43.91

tributes of a input image Ii, and xi is the prediction results

for an input image Ii.

4. Experiments

4.1. Dataset and Metrics

We perform our experiments on public benchmark per-

son attribute datasets: (1) RAP [11] and PA-100K [12]. The

Richly Pedestrian Dataset (RAP) [11] has a total of 41,585

images collected from 26 indoor surveillance cameras, in

which every image in dataset has 72 attribute annotations.

However, only 51 binary attributes with positive ratio more

than 1% are selected for evaluations. It is then split into

33,268 images and 8,317 images for training and testing,

respectively. During training, we select 20% of training im-

ages for validation data. PA-100K [12] has 100,000 images

in total, split into 80,000 images for training data, 10,000

images for validation data, and 10,000 images for testing

data. PA-100K has only 26 binary attribute annotations

which is less than RAP dataset [11]. To evaluate the perfor-

mance on these datasets, we follow the the settings of previ-

ous works that use label-based evaluation and sample-based

evaluation method. Label-based or class-centric evaluation

calculates the mean Accuracy (mA) by averaging the accu-

racy on the positive and negative samples. Sample-based or

instance-centric evaluation computes accuracy, precision,

recall, and F1 scores.

4.2. Implementation details

We formulate a baseline method which is basically the

same as RC network. The baseline model is a pre-trained

model (backbone) of ResNet50 [6], Xception [2], Incep-

tionV3 [17], MobileNet [7], and DenseNet121 [8] based on

ImageNet dataset [14] as its backbone. The input image

for baseline and our proposed methods are low-resolution

images, with data augmentation such as horizontal flip, ro-

tation, width and height shift, and shear. Batch size of base-

line model is 128, while batch size of our proposed method

is 32. Furthermore, we use Stochastic Gradient Descent

as the optimizer and apply polynomial decay to the learn-

ing rate with initial learning rate of 10−2, the power of the

polynomial of 1, momentum of 0.9, and maximum epoch of

50. The baseline and proposed methods are trained with the

same settings to create a fair comparison. Both baseline and

proposed methods are implemented using Keras library [3].

4.3. Results

In order to select the backbone model out of many pre-

trained models to be used as RC network in our proposed

method, we first conducted experiments using the baseline



Figure 3: The accuracy comparison between baseline with fine-tuning and our proposed method on 26 attributes of PA-100K

dataset.

Table 3: Quantitative comparison of GSR-MAR over the baselines on RAP [11] and PA-100K [12] datasets.

Dataset Model mA Accuracy Precision Recall F1

RAP [11]

Baseline - w/o finetuning 50.03 38.4 75.809 42.847 54.75

Baseline - w/ finetuning 54.723 47.778 78.883 53.331 63.609

GSR-MAR 67.76 63.44 82.27 71.82 76.69

PA-100K [12]

Baseline - w/o finetuning 50.01 40.746 75.488 45.409 56.707

Baseline - w/ finetuning 61.56 59.68 81.24 66.8 73.32

GSR-MAR 72.43 73.46 87.68 79.94 83.63

method on both RAP [11] and PA-100K. Furthermore, we

also investigate the transfer ability of pre-trained models

trained on ImageNet [14] for person attribute recognition

task. Specifically, we conduct a study of transfer learn-

ing across five modern deep learning classification models

as mentioned on Section 4.2. We measure transfer learn-

ing performance in two settings (1) fixed feature extrac-

tors without fine-tuning and only change the last classifica-

tion layer, (2) fine-tuning using weights initialization from

ImageNet [14] for all network layers. Experiment results

of these two settings are reported in Table 1 and Table 2,

respectively. We used a similar setting without an exces-

sive hyper-parameter tuning for creating a fair comparison.

We show that the best performing models on RAP dataset

without fine-tuning are ResNet50 [6] and DenseNet121 [8]

with 50.03% in terms of mA. However, the best performing

model on RAP dataset [11] with fine-tuning is ResNet50 [6]

with 54.72% in terms of mA. Fine-tuning process on RAP

dataset [11] fails to bring improvement for most models.

While on PA-100K dataset [12], fine-tuning process signifi-

cantly improves the performance for ResNet50 [6], slightly

improves the MobileNet [7] performance, and fails to bring

any improvement for the other models. Based on these ex-

periments, we decided to use ResNet50 [6] for our RC net-

work.

We evaluate our proposed method over the baseline

method with or without fine-tuning process. GSR-MAR

outperforms the baseline with 67.76% and 72.43% in terms

of mA for RAP [11] and PA-100K datasets [12], respec-

tively. Using GSR-MAR, the performance is increased from

54.72% to 67.76% on RAP dataset [11] and from 61.56% to

72.43% on PA-100K [12] in terms of mA. In addition, our

GSR-MAR also outperforms the baseline in terms of accu-

racy, precision, recall, and F1 score as reported in Table 3.

Moreover, we also provide detailed comparison in term of

accuracy score between baseline with fine-tuning and our



proposed method on 26 attributes of PA-100K dataset [12]

as seen in Figure 3. GSR-MAR surpasses the baseline in

most attributes. This result demonstrates that GSR-MAR

can increase the overall performances.

5. Conclusion

In this paper, we proposed a new multi-attribute recog-

nition method called GSR-MAR to recognize person multi-

attributes. GSR-MAR combines a global super-resolution

network and classification network. Hence, it not only re-

covers the detail texture of low-resolution input images into

high-resolution images, but also captures larger context in-

formation from input images before performing the classi-

fication process which results in recognition performance

improvement. The proposed method is evaluated over two

public benchmark datasets. The experiment results demon-

strate the effectiveness of our methods compare to the base-

line methods in all performance metrics.
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