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Abstract

With the rapid growth of video data, instance-based video search (INS), i.e., retrieving videos according to specific objects, places, actions etc., has become more and more practical and important. In this paper, a novel INS framework based on multi-task retrieval and re-ranking is proposed to retrieve particular person doing specific action. Firstly, a face matching scheme is designed to match the target persons from videos. Secondly, an object detection network and an improved two-pathway key-pose estimation network (IECO) are introduced to explore semantic dependences between static visual object and person’s behavior. Based on the dependences, an initial INS ranklist is obtained. Thirdly, via encoding absolute and relative positions of person’s poses, a new relative pose representation (RPR) method is presented. Finally, regarding RPR as the input, a light action recognition network is constructed to re-rank INS results. The experimental results on HMDB, UCF101, JHMDB and BBC Eastenders datasets demonstrate the effectiveness of the proposed INS framework.

1. Introduction

Aiming at quickly retrieving specific person and action, instance-based video search (INS)\cite{1} has attracted rising attention due to potential application prospect. Lots of methods were proposed to retrieve videos by learning video’s spatio-temporal representations, where different 3D-CNNs were built. For example, action recognition networks ECO\cite{24}, I3D\cite{2} and SlowFast networks\cite{5} were converted from 2D-CNNs. However, these networks ignored the pose information - an important cue for action recognition. To solve this problem, some pose-based action detection models\cite{4,13,23} were proposed and obtained promising results. We notice that above pose-based methods assumed that videos were shot from fixed views, thus only the absolute positions of human pose keypoints were used, i.e., they either focused on pose trajectory\cite{4} or encoded human poses of a video into an image\cite{13}. In fact, a large number of videos were dynamically shot, and global camera movements were common. The existing models would be disabled in similar condition.

Moreover, INS usually suffered from the following situation: many specific actions were too similar. For example, the differences of ‘holding glass’, ‘drinking’, ‘holding plates’ were not obvious, thus popular pose-based models and video representations couldn’t handle.

To address above problems, we parse INS into three related subtasks, that is, face detection and matching, key-pose and object detection, action representation and detection, and then propose a novel multi-task retrieval and re-ranking framework. First, we retrieve specific persons based on faces. Second, rely on the results of key-poses and objects detection, the semantic dependences of target person and specific action are measured to rank the candidate videos. Third, an improved two-pathway ECO network (IECO) is designed to extract video representation. In the meantime, by encoding the absolute and relative positions of person’s pose, a new relative pose representation (RPR) method is presented to alleviate the effect of camera movement. Regarding RPR as the input, a light action recognition network is constructed to get video representation. Finally we use video features generated from two methods to re-rank INS result list. Our contributions mainly include four aspects:

1. Parse INS into multiple related visual subtasks, and propose a novel INS framework based on multi-task retrieval and re-ranking.
2. An improved two-pathway ECO network (IECO) is designed to enhance pose representation.
3. A new relative pose representation (RPR) is presented, and a light pose-based action recognition network is constructed to restrain the impacts of camera movement.
4. The experimental results on four datasets demonstrate the effectiveness of the proposed INS framework.

The rest of paper is organized as follows. Related work is discussed in Section 2. The proposed framework and exper-
ment results are given in Section 3 and 4. Failure analysis and conclusion are made in Section 5 and 6 respectively.

2. Related work


**Pose estimation.** Human pose was an important cue for action recognition. Deep networks were widely used [3, 6, 14, 19], and most of them applied the classification network as the backbone, which usually decreased the resolution. To resolve this issue, Sun et. al. [18] proposed a High-Resolution Network (HRNet) and extracted high-resolution representation.

**Action Recognition.** A slice of successful action recognition models were converted from 2D-CNNs, where raw images or optical flow were input into networks to learn spatio-temporal features. Carreira et. al. [2] extended 2D-ConvNet and built a Two-Stream Inflated 3D ConvNet (I3D). Zolfaghari et. al. [24] proposed the ECO network to perfect the video representation. Feichtenhofer et. al. [5] presented a SlowFast network, which contained two pathways and processed videos in different frame rates, and achieved state-of-the-art results on Kinetics dataset [8].

**Pose-based action detection.** Since most action recognition models ignored human pose, a few recent methods were proposed to leverage pose information [4, 13, 23]. Choutas et. al. [4] introduced a novel video representation that encoded time information in keypoint heatmaps with color. Ludl et. al. [13] proposed a new pose representation that encoded position information of keypoints with color, and then transferred the video into an image whose every pixel was keypoints’ position. However, above networks did not solve the problem of camera movement.

3. Approach

The proposed INS framework mainly consists of three components: face matching, key objects and poses detection, and action recognition. Figure 1 illustrates the flowchart of our framework.

3.1. Face matching

In our implementation, we firstly apply MTCNN [21] to detect faces. Then, we use Dlib model [9] to extract face features for similarity matching. Finally, an adaptive fusion scheme based on query extension (QE) is proposed to re-rank match lists, and it mainly includes three steps:

1. Face matching is orderly carried out for query images, and ranklists are obtained.
2. For each list, the mean similarity score of top-1000 results is calculated and normalized as the fusion weight.
3. Ranklists are weighted and re-ranked.

3.2. Key object and pose detection

To search specific behavior, we explore the dependences between semantic objects and key-poses. Meanwhile, we apply object detection and pose estimation for the videos, existing in face matching ranklist.

In our implementation, we choose YOLOv3 [16] to detect key objects such as glass, bag, phone, person etc. Afterwards, we feed human bounding boxes into HRNet [18] to estimate person poses. In addition, we distinguish which pose belongs to the target person by comparing the estimated nose keypoints with target person’s face position. Then, we simply calculate the distance between object po-
In this paper, we use nose, neck, hip center, left shoulder, left elbow, left wrist, right shoulder, right elbow, right wrist, left hip, left knee, left ankle, right hip, right knee and right ankle as keypoints. The encoded joints are assigned in a top-down order, and target person’s nose position to measure the dependences of object-pose such as ‘holding_glass’, ‘holding_phone’ and ‘carrying_bag’. Based on the dependences, an initial INS list can be determined.

### 3.3. Action retrieval

**Spatio-temporal convolutional network.** A great number of spatio-temporal networks were proposed to classify actions. We introduce action recognition network to extract video representation, and then carry out action retrieval.

In experiments, we choose ECO as the base network for feature extraction. Furthermore, inspired by SlowFast networks, where videos with different frame rates are input and video recognition performance is improved, we parallelly feed videos in different frame rates into ECO network to extract video representation. Figure 2 shows the flowchart of the improved two-pathway ECO (IECO).

**Pose representation.** Pose is crucial for action recognition since most of actions involve movements of human keypoints. However, common videos contain global camera motion, which will decrease the performance of pose-based action recognition model, where only absolute positions of poses are used. Here, we propose a new pose representation by considering both absolute and relative positions of poses, and alleviate the impact of camera movement.

As shown in Figure 3, we encode human pose joints in two ways. The left image shows the RGB feature map of absolute positions, where $x$, $y$ positions of the $k$-th joint are encoded in red and green channels, and blue channel is set to zero. The right image shows the RGB feature map of relative distances and angles between keypoints. To calculate relative distances, we first compute the Euclidean distance $d_{ij}$ between keypoint position $p_i$ and the nose position $p_{n}$ in a single frame:

$$d_{ij} = \left\| p_i - p_n \right\|_2$$ (1)

Then, relative distance $r_{k}$ in current frame is computed based on maximum normalization. This operation can eliminate the effect of different normalization of human bounding boxes.

$$r_{k} = \frac{d_{ij}}{\max(d_{ij}, d_{ij_2}, ..., d_{ij_k})}$$ (2)

As for relative angle $r_{k}$, we first calculate the angles between $x$-axis and the line that joints keypoint $(x_i, y_i)$ and nose position $(x_n, y_n)$, and then we divide angles by Equation 3.

$$r_{k} = \begin{cases} \frac{\arccos \frac{x_i - x_n}{d_{ij}}}{360}, & y_i \geq y_n \\ 1 - \frac{\arccos \frac{2 - x_n}{360}}{360}, & y_i < y_n \end{cases}$$ (3)

In this paper, we use nose, neck, hip center, left shoulder, left elbow, left wrist, right shoulder, right elbow, right wrist, left hip, left knee, left ankle, right hip, right knee and right ankle as keypoints. The encoded joints are assigned in a $1 \times k \times 2$ matrix. $k$ stands for the number of joints, and the third channel is zero. For all videos, we extract $m$ frames to encode poses, thus a $m \times k \times 2$ matrix can be obtained, as shown in Figure 3. In experiment, m is set as 16. Finally, we get two pose representations for each video.

**CNN on pose representations.** To classify above pose representations we construct a light CNN, which consists of four convolutional layers followed by a fully connected layer (see Figure 4). After the second convolution layer, we apply a max-pooling layer to reduce the spatial resolution by a factor of 2. Like ECO method, instead of stacking two pose representations together, we separately feed them into the network and concatenate the vectors before the last layer. We train our network on JHMDB dataset [7] with shuffling about 60% of training images. Finally we use this network to extract video vectors for action retrieval.

### 4. Experiments

In this section, we evaluate the performance of the proposed INS Framework on four datasets, i.e., HMDB [10], UCF101 [17], JHMDB [7] and BBC Eastenders [1]. Moreover, two pose-based action detection methods [4, 13] are compared.

**Spatio-temporal convolutional networks.** To evaluate the performance of IECO network on INS task, we conduct experiments on HMDB and UCF101 datasets. For each video in training set, we use IECO to extract video features and calculate the cosine distance between query and video features in test set. Figure 5 shows mAP of actions on HMDB and UCF101 respectively. We can see that IECO obtains good performance for the actions involving obvious movement. We also compare performance of IECO...
with one pathway (frame rate is 16), and results are shown in Table 1, which indicates two-pathway is better than one pathway.

**Posed-based action detection.** We train pose representations with different architectures. Results are shown in Table 2. We can find that the best results on JHMDB dataset are achieved when 2 blocks (each block has two convolutional layers) and the number of channels is 128 and 256 respectively. Two state-of-the-art methods are also compared, and Table 3 gives the results, indicating that our network outperforms others on both two datasets.

**INS based on face matching and action retrieval.** Figure 6 visualizes a typical instance of face matching. Figure 7 gives several groups of visualization results, which shows our INS framework achieves promising action retrieval results on BBC Eastenders dataset.

## 5. Failure Analysis

**Face detection.** We attempted to apply Dual Shot Face Detector (DSFD) [12] to detect faces. Compared with MTCNN, this model can correctly detect more faces in video frames, especially mini faces, while MTCNN’s bounding boxes are more suitable.

**Spatio-temporal convolutional network.** I3D [2] was initially applied to extract video features and we tried to use optical flow to capture the movement information. However, it had high computation complexity since INS usually contained camera movement. We finally improve ECO network to obtain the tradeoff between runtime and accuracy.

**Posed-based action retrieval.** At first, we stacked two absolute position and relative position together and fed new feature maps into the action recognition network. However,
the results were even worse than only based on absolute position. Therefore, like SlowFast networks, we parallelly sent two pose representations into the network. Different from SlowFast, in which two pathways were relatively independent, our convolutional layers of two pathways shared the same weights. The comparison of two different concatenation methods on JHMDB-1-GT dataset is shown in Table 4, which indicates our method is better than SlowFast.

6. Conclusion

In this paper, we parse INS into three related subtasks, and propose a novel multi-task retrieval framework. First, we determine specific person based on face matching. Second, the semantic dependences of target persons and the corresponding behaviors are measured to rank the candidate videos. Third, a new relative pose representation (RPR) method is presented. Finally, a light pose-based action detection network and two-pathway ECO are constructed to re-rank INS result list. The experimental results on four datasets demonstrate the effectiveness of our INS framework.
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