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Abstract
A large number of very popular team sports involve the act of one team trying to score a goal against the other. During this game play, defending players constantly try to predict the next move of the attackers to prevent them from scoring, whereas attackers constantly try to predict the next move of the defenders in order to defy them and score. Such behavior is a prime example of the general human faculty to make predictions about the future and is an important facet of human intelligence. An algorithmic solution to learning a model of the external world from sensory inputs in order to make forecasts is an important unsolved problem. In this work we develop a generic framework for forecasting future events in team sports videos directly from visual inputs.

1. Introduction
In 2002, Billy Beane defied conventional wisdom by performing meticulous statistical evaluations of undervalued players to assemble the Oakland Athletics baseball team on a negligible budget. His team made history with a record-setting 20-game win streak, and this tremendous feat is documented in the academy award nominated film *Moneyball*. Their success made an unprecedented case for competitive advantages gained by new analyses of individual players’ game play. Now imagine if, in addition to knowing the shot success rate of Stephen Curry, the best basketball shooter, it is also possible to forecast that he is more likely to attempt a shot within zero, one, and two seconds of a pass when his teammates are in a diamond, ring, and triangle formation, respectively. Such forecasts are invaluable to the defending team in planning strategy. Billy Beane’s analysis revolutionized strategic thinking in baseball, and similarly, we believe statistical methods for forecasting player moves have the potential to impact how teams plan their play strategies.
vations, predict what event will happen immediately, after 1s, or after 2s. The seventeen events are answers to questions that are of great interest in team sports such as - where will the ball go next? will the player score? will there be a “screen” event? will there be a block? will there be a turnover? will there be a dribble? among many others.

We construct two set of models - ones that forecast from the raw video stream without any pre-processing and other that transform the raw video stream into an “overhead” representation where the players and balls are represented as dots on the playing field prior to forecasting. Using the water polo dataset as a case study, we present the entire system to convert images captured from a single moving camera into the overhead representation which is then fed into the predictor. We find that the overhead representation leads to more accurate predictions than raw image based representation. The performance of our system is close to humans but worse than water polo experts. We then apply the same set of forecasting techniques on a dataset of basketball games and show that our system outperforms humans on forecasting events in basketball games. While we present results on water polo and basketball, we make no game specific assumptions. The techniques developed in this work apply to a wide number of other team sports such as hockey, American football, soccer, handball, lacrosse and rugby.

Our main contributions in this work are: (1) Providing water polo and basketball datasets along with detailed annotations and human performance metrics as a benchmark for prediction tasks in adversarial multi-agent environments. (2) Putting forward a framework and machinery for converting images into overhead views and making predictions using both the image space and the overhead view representation. (3) We find that random forests outperform neural networks on our datasets. We suspect that this is due to the fact that neural networks are extremely data hungry. This raises a very interesting question - what auxiliary tasks can we pretrain on to improve prediction performance.

2. Related Work

Video analysis is an active research area. A large body of work has focused on action recognition [5, 42, 20, 31, 6, 30], people and object tracking [33, 41, 43]. In contrast to these works we are interested in the problem of forecasting. Predicting pedestrian trajectories [15, 17, 13, 14, 29] and anticipating future human activities [14, 16, 35, 45, 19, 10] has seen considerable interest over the past few years. However, these works mostly consider predicting events related to a single human, while we attempt to forecast events in multi-agent environments involving adversarial human-human interaction. Other works have explored predicting future world states from single images [7, 38, 25, 8], but have been limited to simulation environments or involve a single agent. Predicting pixel values in future frames has also drawn considerable interest [24, 28] but is limited to very short term predictions.

Sport Video Analysis: Traditional work in computer vision analyzing sports videos [3] has focused on either tracking players [11] or balls [23]. Another body of work assumes the annotations of ball or player tracks to analyze game formations or skill level of individual players. For instance, [39] use tracks of ball trajectories in tennis games to predict where the ball would be hit. [4] analyze soccer matches using player tracks. [22] discover team formation and plays using player role representation instead of player identity. More recently techniques such as [27] have looked at the problem of identifying the key players and events in basketball game videos. Closest to our work is the work of [40] that proposes the use of hidden conditional random fields for predicting which player will receive the ball next in soccer games. They assume the knowledge of game state such as attack, defense, counter attack, free kick etc. and assume that identity of players is known. In contrast, we present a forecasting system that works directly from visual inputs. It either uses images directly or converts them into an overhead view representation using computer vision techniques. We do not require any external annotations of the game state.

3. Team Sports Datasets

We have focused our efforts on the most popular style of sport, team goal sports. We select water polo and basketball as two canonical examples because together they capture many diverse aspects of team goal sports: basketball is fast-moving and high-scoring like hurling and handball, while water polo is low-scoring like soccer and has man-up situations like hockey and lacrosse. Despite the different nuances of each team goal sport, they all share many common “events” during game play. For example, players advance the ball toward the goal themselves in a drive, and sometimes this results in a goal and other times in a block or a missed shot. Players pass the ball to their teammates, and sometimes the defense intercepts the pass.

3.1. Water polo

A water polo game naturally partitions into a sequence of alternating team possessions. During a possession, the attacking team’s field players primarily spend time in their front court, which accounts for most of the interesting game play. The attacking team is required to take a shot within 30s, and failure to do so results in a turnover. Players of the two teams wear dark colored (typically blue/black) and light colored (typically white) caps. In the remainder of the paper we use dark-cap and light-cap to refer to two teams.

We collected a dataset of front court team possessions from video recordings of 5 water polo games between Di
vision I National Collegiate Athletic Association varsity teams. Similar to the NBA for basketball, this represents the highest level of water polo play in the United States. We chose to focus only on front court possessions, as most interesting events happen during this period. The time intervals of the front court possessions were hand-marked by an expert water polo coach. All the games, four of which are men’s games and the other a women’s game, are played at the same outdoor pool on different days at times ranging from morning until night; the dataset exhibits a large range of lighting conditions. The games were recorded with a single freely moving camera that pans between each side of the pool with resolution 720p at 25-30fps. Often the camera is adjusted for a new front court possession, resulting in varied camera motions and zooms.

**Player and Pool Track Annotations:** Bounding box track annotations (Figure 1) of dark and light-cap player heads, goalkeepers, and the head of the player in possession of the ball were collected using the VATIC toolbox [34] and Amazon Mechanical Turk. Player possession is defined to begin at the moment a player grasps the ball and ends at the moment that same player passes/shoots the ball or another player steals the ball. Additional annotations of specific points marking the field of play: the 5m line, the 2m line, the pool corner, and the cage posts were obtained. These field markings provide necessary point correspondences between the image view and overhead view of the game, which enable the computation of the player trajectories in the overhead space from the player locations in the image view. For increased data diversity, annotations were collected for 11 quarters of play from 20 quarters available in the 5 games.

**Train/Test Splits:** The splits were as follows - *train:* 7 quarters, randomly sampled from the first 4 games; *validation:* light-capped team front court possessions in all 4 quarters of the fifth game; and *test:* dark-capped team front court possessions in all 4 quarters of the fifth game. In total, each split has 292, 134, and 171 respective examples of a player passing the ball in a team’s front court.

**Human Benchmark:** Human subjects were shown every test image taken just before a player loses possession of the ball and were required to draw a bounding box around the head of the player which they thought would possess the ball next. Two sets of subjects: nine non-experts and four water polo experts were evaluated. Non-experts had never seen or played a water polo game. In order to account for their inexperience, non-experts were shown all examples used to train computer algorithms along with the ground-truth answer before being asked to make predictions. The experts had all played competitive water polo for at least four years. Expert and non-expert humans accurately predicted the next ball possessor 73% and 55.3% of the time respectively.

### 3.2. Basketball

The dataset is comprised of ground truth (in contrast to water polo, where it is computed) 2D player and ball trajectories, sampled at 25 Hz, in 82 regular-season NBA games obtained using the STATS SportVU system [32], which is a calibrated six-camera setup in every NBA arena. The data includes labels for 16 basketball events, including free throw, field goal, pass, dribble, (player) possession, etc. that are detailed in the supplementary materials.

**Train/Test Splits:** A total of roughly 300k labeled events were randomly split into 180k, 30k, and 90k for train, validation, and test examples.

**Human Benchmark:** A set of 18 subjects familiar with basketball were shown a series of fifteen 5-second clips of basketball data, ending with a labeled event. The ball and player trajectories were removed from the final n seconds of the clip, and the subjects were asked to predict the event at the end of the blanked portion. For each $n \in \{0.4, 1, 2\}$, each subject was shown 5 examples randomly sampled from a pool of 80 examples (5 examples of each of the 16 events). Humans were correct 13.5%, 20.6%, and 24.4% for $n = 2$, 1, and 0.4, respectively.

### 4. Methods: From Images to Overhead View

2D overhead view of the game where players are represented as dots at their $(x, y)$ coordinate locations is often used by coaches because it provides immediate insight into player spacing, and distills player movement into a canonical, simple representation that is easy to compare across
5. Forecasting Future Ball Position

The movement of the ball determines the game outcome, and therefore, it is the most important object in play at any moment of the game. We focus directly on the most important question during the game: where will the ball go next? We study two slightly different variants of this question: In the water polo dataset, we only consider the frame before which the ball possessor is about to lose of the possession of the ball, and we try to forecast which player will be in possession of ball next. In the basketball domain, we have access to much more data, and we additionally attempt the more general problem: where will the ball be in one or two seconds in the future?

5.1. Water polo: Who will possess the ball next?

In the typical front court water polo scene, there are 6 field players on the attack, defended by 1 goalkeeper and 6 field players on the opposing team. For example, in Figure 2, the dark-cap players are on the attack and the light-cap players are on defense. By definition, one of the attacking team players is in possession of the ball. Our system takes as input the frame just before the player loses ball possession by either making a pass to a teammate, shooting the ball, or committing a turnover. The task is to predict which player will possess the ball next.

A random choice of player from either team would be correct roughly \( \frac{1}{12} \approx 8.3\% \) of the time. As a player is more likely to pass the ball to his teammate, a random choice of player from the same team would be correct approximately 20% of the time (empirically validated on the test set). Such random guesses are very naive. Players often tend to pass the ball to nearer teammates, as shorter passes are easier to execute and minimize turnover risk. Predicting the nearest teammate as the next possessor is correct 28.1% of the time. Players also tend to pass the ball to open teammates, as shorter passes are easier to execute and minimize turnover risk. Predicting the nearest teammate as the next possessor is correct 36.7%. These baselines are considerably worse than an average human with no water polo expertise, who is correct 55.3% of the time.

In the next two sections, we describe how performance can be improved: (1) using additional player features estimated from the overhead representation, and (2) automatically learning feature representations directly from the input image. We operationalize these approaches in the following way: Let there be \( K \) players each with feature vector \( F^i \) \((i \in \{1, 2, \ldots, K\})\), let \( b \in \{1, 2, \ldots, K\} \) be a discrete random variable that encodes the player in possession of the ball after a pass is made. The goal is to find the player who is most likely to receive the ball, i.e. \( \text{argmax}_i P(b = i | F^1, F^K) \).

5.1.1 Hand designed features from overhead view

When deciding where to pass the ball, players consider which teammates are in good position to: score, advance the ball, and receive a pass. We formalize these insights and characterize each player using a 9-D feature vector extracted from the overhead representation: the \((x, y)\) player coordinates, the \((x, y)\) coordinates of the nearest player on...
the opposite team, the \((x, y)\) coordinates of the player in possession of the ball, an indicator flag for whether the player is on the same team as the player in possession of the ball, and the Euclidean distances of the player to the ball with the ball and to his nearest defender. This player-centric feature vector is illustrated in Figure 3. We assume that features \(F^1\ldots F^K\) are mutually independent, and therefore computing \(P(b = i|F^1\ldots F^K)\) reduces to estimating \(P(b = i|F^1)\).

We train a system to infer which player will possess the ball next in the following way: we used the pipeline described in section 4 to convert the raw image into its corresponding overhead representation. Next, feature vector of each player was computed from the overhead representation. Finally, a random forest classifier was trained on these features using the training data to estimate \(P(b = i|F^1)\). Five-fold cross-validation was performed to chose the optimal depth and number of trees. This system achieved a performance of 45.5% (see Table 1) and outperformed the baseline methods on the testing set. Analysis of the results revealed that this method is biased towards predicting the most open perimeter player as the one receiving the ball.

A common failure mode is predicting an open perimeter player, when he is not even facing the player in possession of the ball. These mistakes are not surprising as the overhead view has no access to visual appearance cues. Another possible reason for failures is that the pipeline for converting image data into overhead representation is inaccurate. To tease this apart, we re-ran the analysis using ground truth (instead of estimated) detections. As reported in Table 1, the accuracy gap with and without using ground truth detection is within the error bar of the performance on the testing set. This suggests that the pipeline for obtaining overhead representation is accurate and further performance improvements will be gained by building better forecasting models.

### 5.1.2 Forecasting directly from image space

While the overhead view provides a good representation for analyzing game play, it loses subtle visual cues, such as the
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Figure 3: The features \(F_{[1 \ldots 9]}\) extracted from the 2D overhead view are used to train a random forest to classify players as either receiving the ball next or not.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ground Truth Heads</th>
<th>Detected Heads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random, either team</td>
<td>9.5 ± 2.2</td>
<td>9.2 ± 2.2</td>
</tr>
<tr>
<td>Random teammate</td>
<td>19.1 ± 3.1</td>
<td>17.0 ± 2.8</td>
</tr>
<tr>
<td>Nearest neighbor teammate</td>
<td>28.1 ± 3.4</td>
<td>22.2 ± 3.2</td>
</tr>
<tr>
<td>Most open teammate</td>
<td>36.7 ± 3.7</td>
<td>28.7 ± 3.4</td>
</tr>
<tr>
<td>(F^8[9\ldots 9])</td>
<td>42.5 ± 3.8</td>
<td>35.2 ± 3.6</td>
</tr>
<tr>
<td>(F^7[7\ldots 9])</td>
<td>45.4 ± 3.4</td>
<td>38.4 ± 4.0</td>
</tr>
<tr>
<td>(F^6[3\ldots 9])</td>
<td>\textbf{48.8 ± 4.3}</td>
<td>44.1 ± 3.7</td>
</tr>
<tr>
<td>(F^5[1\ldots 9])</td>
<td>47.1 ± 3.8</td>
<td>\textbf{45.5 ± 3.5}</td>
</tr>
<tr>
<td>FCN, teammate</td>
<td>38.1 ± 3.5</td>
<td>35.2 ± 3.6</td>
</tr>
</tbody>
</table>

| Human, Non-Expert              | 55.3 ± 7.9         | -              |
| Human, Expert                  | 73.1 ± 2.0         | -              |

Table 1: Each row reports accuracy of a different method for predicting which player will possess the ball next. The first four methods are baselines. The intermediate rows provide an ablation study of using various features defined above. The FCN is a deep learning based method and the last two rows report human performance. Performance metrics are reported for two circumstances: using ground truth player locations (column 1) and when detected instead of ground-truth locations (column 2) are used.
Figure 4: The FCN method (section 5.1.2) takes the left image as input and predicts a heatmap (shown overlaid on right) encoding probable ball locations after the ball is passed. The yellow, cyan and red squares indicate the player with the ball, the ground truth player who actually receive the ball next, and the player predicted to receive the ball by the FCN method respectively.

Table 2: Comparing agreement between the predictions of next ball possessor made by humans and our best algorithm on the water polo data. Humans and the algorithm both make correct and incorrect predictions on the same examples more often than not.

<table>
<thead>
<tr>
<th></th>
<th>Correct</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-expert Humans</td>
<td>32.8</td>
<td>15.8</td>
</tr>
<tr>
<td>Random Forest</td>
<td>22.8</td>
<td>28.6</td>
</tr>
</tbody>
</table>

Figure 5: Sample predictions of our algorithm (black) and of water polo laymen (blue). The player in possession of the ball is marked in yellow, and in cases where both our algorithm and the humans made incorrect predictions, the player who actually received the ball is marked in red. A solid line indicates a correct prediction, whereas a dashed line indicates an incorrect prediction. Row 1 shows examples where both made the correct prediction. Row 2 shows examples where the algorithm is correct, but humans are incorrect. Row 3 shows examples where humans are correct, but our algorithm is incorrect. Finally, row 4 shows examples where both our algorithm and humans were incorrect.

5.1.3 Comparison to Human Performance

Figure 5 compares the predictions of human non-experts against our best performing system. Some common trends are: Non-experts are more likely to incorrectly predict players near the cage. Table 2 reports agreement statistics between the predictions of our systems and non-expert humans. These numbers suggest that humans and our system consistently places higher likelihood around the perimeter of team in possession of the ball. This is a very sensible strategy to learn because players around the perimeter are often more open and statistical analysis reveals that there are more passes between perimeter players. Given the limited amount of data, the FCN based approach is unable to capture more nuanced aspects of player configurations or more fine grained visual cues such as the player pose.

To estimate \( P(p^k = l_b | I_t) \) we first detect all the players in image \( I_t \) using the method described in section 4. We assume that players will be at the same location after the pass is made. In order to make the ball assignment among players to be mutually exclusive, we use the player locations to perform a Voronoi decomposition of the playing field. Let \( c^k \) be the voronoi cell corresponding to the \( k^{th} \) player. \( P(p^k = l_b) \) is then set to \( \frac{1}{|c^k|} \) if \( l_b \in c^k \) and zero otherwise. We then use equation (2) to compute \( P(b = i | I_t) \).

This method performs comparably to the baseline that predicts the most open teammate. Visualization in Figure 4 shows a dominant pattern with FCN predictions: it consistently places higher likelihood around the perimeter of team in possession of the ball. This is a very sensible strategy to learn because players around the perimeter are often more open and statistical analysis reveals that there are more passes between perimeter players. Given the limited amount of data, the FCN based approach is unable to capture more nuanced aspects of player configurations or more fine grained visual cues such as the player pose.

5.1.3 Comparison to Human Performance

Figure 5 compares the predictions of human non-experts against our best performing system. Some common trends are: Non-experts are more likely to incorrectly predict players near the cage. Table 2 reports agreement statistics between the predictions of our systems and non-expert humans. These numbers suggest that humans and our system...
we report mean and median errors in the distance and angle of predicted ball positions.

5.2. Basketball: Where will the ball go?

As more data was available for basketball, we attacked the more general problem of predicting where the ball will go next after one and two second respectively. We represented the overhead view as 64x64x3 images where the three channels corresponded to location of players of team 1, players of team 2 and the ball respectively. For capturing temporal context, we included 5 images from the past taken at times \( \{t, t-1, \ldots t-4\} \) s respectively. The task was to predict the ball location at times \( \{t+1, t+2\} \) s respectively. To account for multimodality in the output, we formulate this as a classification problem with the \( xy \) plane discretized into 256 bins.

We experiment with two different CNN training strategies: (a) early fusion of the temporal information by concatenating 5 images into a 15 channel image that was fed into a CNN or, (b) late fusion by using a LSTM on the output of CNN feature representation of the 5 images. The CNN architecture comprised of 4 convolutional layers containing 32 filters each of size 3x3, stride 2 and ReLU non-linearity. In case of early fusion, the output of the last convolutional layer was fed into a 512-D fully connected layer which in turn fed into the prediction layer. In case of late fusion, the output of the last convolutional layer was fed into a 512-D LSTM layer which in turn fed into a prediction layer. The performance of these networks and some baseline methods is reported in Table 3.

We consider two baselines - one which predicts that the ball at time \( t+1, t+2 \) will remain at the same location as at time \( t \) (i.e. Last position). This is a reasonable baseline because in many frames the player is in possession of the ball and he does not move. The second baseline estimates the ball velocity at time \( t \) and uses it to forecast the future location. We report mean and median errors in the distance and the angle of prediction. The distance between the ground truth and predicted location is reported as the percentage of the length of the basketball court. The angular error is the angle between the vector 1 pointing from current position to ground truth position in the future and vector 2 pointing from current to predicted position. We find that the proposed methods outperform the baseline and the early fusion method performs slightly better than the late fusion method. As expected, the prediction errors in distance are larger when predicting for 2s as compared to 1s. However, the errors in angle follow the reverse trend. One explanation is that in a shorter period, the ball moves by small distances and therefore angle measures are not robust.

5.3. Transferring from Basketball to Water polo

Basketball and water polo are both team sports that require scoring baskets/goals. This suggests that there maybe general game play strategies, e.g., pass to the most open player, that are shared between these two games. If this is indeed the case then a model trained on one of these sports should perform reasonably well on forecasting events in the other sport. In order to test this hypothesis we trained a random forest model on the basketball data (the larger dataset) for predicting which player will get the ball next using the same features as described in 5.1.1 and then tested it on the water polo testing set.

The accuracy of this model on basketball itself was 69.9% and 36.8% on water polo. The performance on water polo is worse than a model trained directly on water polo (which achieves 45.5%) but same as the most open teammate baseline with 36.7% accuracy (Table 1). One explanation of these results is that differences in game strategies arise from the differences in game rules, number of players, and field size. Therefore the basketball model is outperformed by a model trained on water polo itself. However, the transfer performance is significantly better than chance performance and nearest teammate baseline, suggesting that our method is capable of learning game-independent ball passing strategies. A more detailed analysis of the error modes is provided in the supplementary materials.

<table>
<thead>
<tr>
<th>Method</th>
<th>Error (1s in Future)</th>
<th>Error (2s in Future)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Distance (%)</td>
<td>Angle (°)</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>Last Position</td>
<td>11.7</td>
<td>10.4</td>
</tr>
<tr>
<td>Ball Velocity</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>CNN + LSTM</td>
<td>11.4</td>
<td>8.6</td>
</tr>
<tr>
<td>CNN (Early Fusion)</td>
<td>10.8</td>
<td>8.3</td>
</tr>
</tbody>
</table>

Table 3: The early fusion CNN outperforms Last Position and Ball Velocity baseline methods and a late fusion CNN based approach in predicting (basket)ball position 1s and 2s in the future. We report mean and median errors in the distance and angle of predicted ball positions.
Table 4: Prediction accuracy $\Delta T$ seconds in the future of 16 basketball events: free throw (FT) made and missed, field goal (FG) made and missed, offensive (off) and defensive (def) rebound, etc. Methods were evaluated on the full (A) test split of 90k events, as well as a smaller, 80-example subset (H) for human performance evaluation and comparison.

6. Forecasting Events in Basketball

Predicting the ball location is just one out of many events of interest. For example, whether a teammate would screen or whether dribble or a break would take place are of great interest in basketball. In a manner similar to predicting where the ball will be at times $\{t + 1, t + 2\}$s, we predict which out 16 events of interest will happen in the future.

We evaluate random forest and neural network based approaches for this task. The input to the random forest are the following hand designed features, extracted from the last visible frame: player and ball coordinates and velocities, distances between each player and the ball, angles between each player and the ball, the time remaining on the shot clock, the remaining game time in the period, and the time since the most recent event for each event occurring in the visible history. In total, we used 92 features. We tested two different neural networks - (a) Overhead CNN that took as inputs the image representation of the overhead view for feature extraction, and 2) an end-to-end neural network system. We find the hand-engineered system is close to (non-expert) human performance in water polo and outperforms humans in basketball. In both cases it faying other events.

7. Conclusion

In this work we present predicting next players' moves in basketball and water polo as benchmark tasks for measuring performance of forecasting algorithms. Instead of forecasting activities of a single human, sports require forecasting in adversarial multi-agent environments that are a better reflection of the real world. As the events we predict are discrete, our benchmark allows for a crisp and meaningful evaluation metric that is critical for measuring progress. We compare the performance of two general systems for forecasting player moves: 1) a hand-engineered system that takes raw visuals as inputs, then transforms them into an overhead view for feature extraction, and 2) an end-to-end neural network system. We find the hand-engineered system is close to (non-expert) human performance in water polo and outperforms humans in basketball. In both cases it outperforms the neural network system, which raises a very interesting question - what auxiliary tasks/unsupervised feature learning mechanisms can be used to improve prediction performance. We find that a system trained on basketball data generalizes to water polo data, showing that our techniques are capable of extracting generic game strategies.
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