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Abstract

Users like sharing personal photos with others through

social media. At the same time, they might want to make

automatic identification in such photos difficult or even im-

possible. Classic obfuscation methods such as blurring are

not only unpleasant but also not as effective as one would

expect [28, 37, 18]. Recent studies on adversarial image

perturbations (AIP) suggest that it is possible to confuse re-

cognition systems effectively without unpleasant artifacts.

However, in the presence of counter measures against AIPs

[7], it is unclear how effective AIP would be in particu-

lar when the choice of counter measure is unknown. Game

theory provides tools for studying the interaction between

agents with uncertainties in the strategies. We introduce a

general game theoretical framework for the user-recogniser

dynamics, and present a case study that involves current

state of the art AIP and person recognition techniques. We

derive the optimal strategy for the user that assures an up-

per bound on the recognition rate independent of the re-

cogniser’s counter measure. Code is available at https:

//goo.gl/hgvbNK.

1. Introduction

People nowadays share massive amounts of personal photos

through social media. Personal photos contain rich private

information, e.g. about family members, travel destinations,

and political activities. Together with recent developments

in computer vision techniques [4, 11, 8, 27, 34], this res-

ults in increasing concerns that malicious entities employ-

ing computer vision technologies could extract private in-

formation from visual data.

Classical obfuscation techniques, such as face blurring

and pixellisation, is not only unpleasant but also ineffective

against convnet-based recognisers [28, 37, 18].

There have been recent studies on adversarial image per-

turbations (AIP): carefully crafted additive perturbations on

the image that confuses a convnet while being nearly invis-

Figure 1: A game between a social media user and a re-

cogniser over a photo. The user perturbs the image using

orange strategy, trying to confuse the recogniser. The re-

cogniser chooses blue strategy as a counter measure. They

do not know which strategy is picked by the other.

ible to human eyes [36, 6, 21, 20]. AIPs are indeed prom-

ising as obfuscation techniques.

However, it remains a question whether AIPs are still

effective when counter measures are taken. For example,

[7] proposed simple image processing tactics to counter the

AIP effects (e.g. blurring by small amount). If furthermore

the particular choice of counter measure is unknown, the

best strategy is not obvious for the user.

Game theory provides useful tools for analysis when

there exist uncertainties in the strategies for each player.

We present a game theoretical framework to describe a sys-

tem in which the user and recogniser strive for antagonistic

goals: dis-/enabling recognition. This framework makes it

possible to derive guarantees on the user’s level of privacy,

independent of the recogniser’s counter measure, from an

explicitly formulated set of assumptions. We include a case

study of a person identification game, deriving the user’s

privacy guarantee with respect to the current state of the art

AIP and person recognition methods.

This paper showcases the utility of game theory in un-

derstanding the user-recogniser dynamics. The framework

can be extended beyond the particular settings considered.

We believe this framework will further aid user-recogniser

analyses in more diverse tasks and setups.
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We list our contributions as follows:

• A game theoretic framework for studying the user-

recogniser dynamics.

• Application of adversarial image perturbation (AIP)

as an effective and aesthetic technique for person ob-

fuscation.

• Novel robust and recogniser-selective AIPs.

• An empirical case study of the game theoretic frame-

work, leading to the privacy guarantees for the user.

2. Related Work

Privacy and computer vision. While there exists a bulk

of research on user privacy traditionally led by the security

community [22, 39, 23, 19], studies on private content in

visual data began only recently [37, 28, 18].

Wilber et al. [37] studied the performance of a commer-

cial face detector under multiple face obfuscation methods

(blur, darkening, camouflage glasses, etc.). Oh et al. [28]

and McPherson et al. [18] studied the face recognition per-

formance. In particular, [28] showed that current recog-

nisers can adapt to obfuscation patterns. Above works con-

clude that recognisers can be robust against simple obfus-

cation methods like face blurring. In this work, we study a

stronger obfuscation type: adversarial image perturbations.

Adversarial image perturbation (AIP). Szegedy et al.

[36] first studied the phenomenon of adversarial instabil-

ity of convnets: it is possible to generate invisible addit-

ive perturbations that completely fool a recogniser. The

initial crafting algorithm was based on the L-BFGS [36];

more efficient first-order algorithms have been proposed

[6, 31, 21, 12]. We review existing AIP algorithms and our

novel variants conceptually and empirically.

Robust classification against AIPs. Some pre-convnet

works considered enhancing general robustness of classi-

fiers by training on adversarial data. Lanckriet et al. [13]

trained a linear classifier on adversarial data constrained to

a fixed mean and covariance for each class. Brückner et

al. [3] introduced game theoretic concepts to formalise the

adversarial training procedure. However, they limited their

attention to simpler models: linear [13] or convex [3]. This

work builds on a game theoretic framework which accom-

modates state of the art convnet models.

Since the advent of effective convnets [11] and corres-

ponding AIP algorithms [36], some works [6, 10] have con-

sidered training convnets with AIPs, achieving robustness

against AIPs to some extent. On the other hand, Graese et

al. [7] argued that simple test time image processing, such

as translation, Gaussian noise, blurring, and re-sizing, can

equally neutralise the effect of AIPs, without having to re-

train the convnet. In our case study, we include those image

processing methods in the recogniser’s strategy space.

Robust AIPs against classifiers. Sharif et al. [32] pro-

posed a method for robustification by optimising an AIP

against a set of images, rather than a single image. This ap-

proach was also suggested by Moosavi et al. [20] for gen-

erating universal perturbations. In our work, we consider

optimising the AIP against a set of jittered versions of the

target input. We will show empirically that this enables a

targetted defense against image processing strategies.

AIP for identity obfuscation. This paper advocates the

AIP as an effective and aesthetic means for disabling recog-

nition. Previously Sharif et al. [32] also used adversarial

optimisation to fool a person recogniser. Compared to their

limited setup (fixed pose, fixed recognition strategy), our

case study covers a large-scale social media setup with user-

recogniser dynamics.

Person recognition task. Our case study considers the per-

son recognition task in social media setup [5, 38, 27], as op-

posed to face recognition [9] (frontal faces, good lighting)

or pedestrian re-identification [2, 1] (low resolution, fixed

context). Social media photos capture subjects appearing in

diverse range of viewpoints, poses, clothings, and events.

Zhang et al. introduced PIPA [38], the first large-scale so-

cial media person recognition dataset and benchmark. Our

empirical studies are built upon this dataset.

Person recognition models. Multiple researchers have

proposed person recognition techniques in social media

photos. Zhang et al. [38] proposed to combine cues from

multiple body parts obtained by poselet detections. Oh et

al. [27] greatly simplified [38] while achieving the state of

the art performance. We build our recogniser model upon

[27], possibly with more advanced network architectures. A

concurrent work by Liu et al. [17] claims to have improved

the method via metric learning objective. There exist other

works [14, 28, 15], which exploit social media metadata.

3. User-Recogniser Game

This section provides a general framework for studying

user-recogniser games. The framework provides a tool for

systemising the path from a set of explicit assumptions on

the players to game theoretical conclusions.

Our user-recogniser game framework is visualised in fig-

ure 2. The user U perturbs the original image x according

to a strategy i ∈ Θu, aiming to thwart recognition. The re-

cogniser R processes the perturbed image ri(x) according

to a strategy j ∈ Θr, aiming to neutralise the effect of im-

age perturbation. The resulting image nj(ri(x)) is passed to

the model f to make a prediction. The game arises from the

fact that each player does not know the opponent’s strategy,

although they do know each other’s strategy space.

We introduce relevant game theoretical concepts and key

theoretical results in §3.1 to help formalise the framework

in §3.2. We discuss possible extensions in §3.3.
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Figure 2: User-recogniser game on a single photo. Each player does not know the opponent’s strategy. Orange (blue) arrows

indicate actions taken by the user (recogniser). Information in the orange (blue) box is only available to the user (recogniser).

3.1. Two­Person Constant­Sum Games

We describe our system as a two-person game [26] con-

sisting of two players, the user U and the recogniser R with

designated strategy spaces, Θu and Θr.

As a result of each player committing to strategies i ∈
Θu and j ∈ Θr respectively, R receives a payoff of pij , the

recognition rate; U then receives a payoff of 1 − pij , the

mis-recognition rate.

Game theory suggests that it is sometimes better to ran-

domise the strategies. U can adopt a mixed (random)

strategy θu = (θui )i2 � u , defined as a distribution over

the strategy space Θu, and similarly for R. With abuse

of notation we write p(θu, θr) :=
P

i,j

θui θ
r
jpij for the ex-

pected payoff for R when the mixed strategies θu and θr

are taken. The payoff for U is derived and defined asP

i,j

θui θ
r
j (1− pij) = 1− p(θu, θr) =: p0(θu, θr).

We say that a two-person game is a constant-sum game

if the players’ payoffs sum to a constant β independent

of the strategies. In our case, the recognition and mis-

recognition rates always sum to one (β = 1). A game is

finite if the strategy spaces are finite. We have the follow-

ing optimality theorem.

Theorem 1 (von Neumann [26], 1928). For a finite

constant-sum game, there exist optimal or minimax mixed

strategies θu⋆ and θr⋆ such that

p(θu⋆, θr) ≤ p(θu⋆, θr⋆) ≤ p(θu, θr⋆) ∀ θu, θr (1)

where v := p(θu⋆, θr⋆) is the value of the game.

Equation 1 implies that when R plays θr⋆, R is guaranteed

to have a payoff of at least v, regardless of U ’s strategy; if U
plays θu⋆, U is guaranteed to have a payoff of 1− v. In our

scenario, this means that U ’s optimal strategy guarantees a

certain mis-recognition rate, regardless of R’s strategy.

U ’s optimal strategies can be obtained efficiently via lin-

ear programming that solves the following (R’s optimal

strategy can be found by swapping min and max):

argmin
θu

max
θr

X

i,j

θui θ
r
jpij s.t. θu, θr are distributions.

(2)

If U has knowledge on R’s strategy θ̄r, then U can

take advantage of this knowledge. U can optimise her

strategy given θ̄r to attain a payoff of max
θu

p0(θu, θ̄r) ≥

p0(θu⋆, θ̄r) ≥ p0(θu⋆, θr⋆) = 1 − v, a potentially better

payoff than the no-knowledge scenario 1 − v. However, if

R’s strategy is optimal θ̄r = θr⋆, then the knowledge does

not bring improvement for U : max
θu

p0(θu, θr⋆) = 1− v.

In reality, not all players play optimally either due to the

lack of knowledge (e.g. on the opponent’s strategy space),

or due to pure irrationality. We refer to such a player as an

irrational player. Our discussion above implies:

Corollary 1. If U knows R’s strategy θ̄r, and if it is subop-

timal, then U can enjoy a better payoff than 1− v.

3.2. Components of the User­Recogniser Game

We specify the payoffs, strategy spaces, and information al-

lowed for the user U and the recogniser R.

Test data. We assume that the test data are distributed ac-

cording to (x̂, ŷ) ∼ D. This dataset is the source of private

information that the two players compete for.

Fixed model. We assume that U and R use a fixed model

f (e.g. a publicly available model). This is a reasonable

assumption, as U and R often would not have resources to

train modern convnets.

Known model. Each player is aware that the opponent uses

f . This may be unrealistic, but provides a good starting

point. Relaxation of this assumption is discussed in §3.3.

Payoff. When the players commit to strategies i ∈ Θu and

j ∈ Θr, R’s payoff is the recognition rate on the test set:

pij = P
( x̂,ŷ) � D

�
argmax

y

fy (nj (ri (x̂))) = ŷ

�
(3)

1484
















