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Abstract

While strong progress has been made in image caption-

ing recently, machine and human captions are still quite dis-

tinct. This is primarily due to the deficiencies in the gener-

ated word distribution, vocabulary size, and strong bias in

the generators towards frequent captions. Furthermore, hu-

mans – rightfully so – generate multiple, diverse captions,

due to the inherent ambiguity in the captioning task which

is not explicitly considered in today’s systems.

To address these challenges, we change the training ob-

jective of the caption generator from reproducing ground-

truth captions to generating a set of captions that is in-

distinguishable from human written captions. Instead of

handcrafting such a learning target, we employ adversar-

ial training in combination with an approximate Gumbel

sampler to implicitly match the generated distribution to the

human one. While our method achieves comparable perfor-

mance to the state-of-the-art in terms of the correctness of

the captions, we generate a set of diverse captions that are

significantly less biased and better match the global uni-,

bi- and tri-gram distributions of the human captions.

1. Introduction

Image captioning systems have a variety of applications

ranging from media retrieval and tagging to assistance for

the visually impaired. In particular, models which combine

state-of-the-art image representations based on deep convo-

lutional networks and deep recurrent language models have

led to ever increasing performance on evaluation metrics

such as CIDEr [39] and METEOR [8] as can be seen e.g.

on the COCO image Caption challenge leaderboard [6].

Despite these advances, it is often easy for humans to

differentiate between machine and human captions – partic-

ularly when observing multiple captions for a single image.

Ours: a person on skis jumping

over a ramp

Ours: a skier is making a turn

on a course

Ours: a cross country skier

makes his way through the snow

Ours: a skier is headed down a

steep slope

Baseline: a man riding skis down a snow covered slope

Figure 1: Four images from the test set related to skiing,

with captions from our model and a baseline. Baseline de-

scribes all four images with a generic caption, whereas our

model produces diverse and more image specific captions.

As we analyze in this paper, this is likely due to artifacts and

deficiencies in the statistics of the generated captions, which

is more apparent when observing multiple samples. Specif-

ically, we observe that state-of-the-art systems frequently

“reveal themselves” by generating a different word distribu-

tion and using smaller vocabulary. Further scrutiny reveals

that generalization from the training set is still challenging

and generation is biased to frequent fragments and captions.

Also, today’s systems are evaluated to produce a single

caption. Yet, multiple potentially distinct captions are typi-

cally correct for a single image – a property that is reflected

in human ground-truth. This diversity is not equally repro-

duced by state-of-the-art caption generators [40, 23].

Therefore, our goal is to make image captions less distin-

guishable from human ones – similar in the spirit to a Turing
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Test. We also embrace the ambiguity of the task and extend

our investigation to predicting sets of captions for a single

image and evaluating their quality, particularly in terms of

the diversity in the generated set. In contrast, popular ap-

proaches to image captioning are trained with an objective

to reproduce the captions as provided by the ground-truth.

Instead of relying on handcrafting loss-functions to

achieve our goal, we propose an adversarial training mecha-

nism for image captioning. For this we build on Generative

Adversarial Networks (GANs) [14], which have been suc-

cessfully used to generate mainly continuous data distribu-

tions such as images [9, 30], although exceptions exist [27].

In contrast to images, captions are discrete, which poses a

challenge when trying to backpropagate through the gen-

eration step. To overcome this obstacle, we use a Gumbel

sampler [20, 28] that allows for end-to-end training.

We address the problem of caption set generation for im-

ages and discuss metrics to measure the caption diversity

and compare it to human ground-truth. We contribute a

novel solution to this problem using an adversarial formu-

lation. The evaluation of our model shows that accuracy of

generated captions is on par to the state-of-the-art, but we

greatly increase the diversity of the caption sets and better

match the ground-truth statistics in several measures. Qual-

itatively, our model produces more diverse captions across

images containing similar content (Figure 1) and when sam-

pling multiple captions for an image (see supplementary)1.

2. Related Work

Image Description. Early captioning models rely on first

recognizing visual elements, such as objects, attributes, and

activities, and then generating a sentence using language

models such as a template model [13], n-gram model [22],

or statistical machine translation [34]. Advances in deep

learning have led to end-to-end trainable models that com-

bine deep convolutional networks to extract visual features

and recurrent networks to generate sentences [11, 41, 21].

Though modern description models are capable of pro-

ducing coherent sentences which accurately describe an

image, they tend to produce generic sentences which are

replicated from the train set [10]. Furthermore, an image

can correspond to many valid descriptions. However, at

test time, sentences generated with methods such as beam

search are generally very similar. [40, 23] focus on increas-

ing sentence diversity by integrating a diversity promoting

heuristic into beam search. [42] attempts to increase the

diversity in caption generation by training an ensemble of

caption generators each specializing in different portions of

the training set. In contrast, we focus on improving diver-

sity of generated captions using a single model. Our method

achieves this by learning a corresponding model using a dif-

1https://goo.gl/3yRVnq

ferent training loss as opposed to after training has com-

pleted. We note that generating diverse sentences is also

a challenge in visual question generation, see concurrent

work [19], and in language-only dialogue generation stud-

ied in the linguistic community, see e.g. [23, 24].

When training recurrent description models, the most

common method is to predict a word wt conditioned on an

image and all previous ground truth words. At test time,

each word is predicted conditioned on an image and previ-

ously predicted words. Consequently, at test time predicted

words may be conditioned on words that were incorrectly

predicted by the model. By only training on ground truth

words, the model suffers from exposure bias [31] and can-

not effectively learn to recover when it predicts an incorrect

word during training. To avoid this, [4] proposes a sched-

uled sampling training scheme which begins by training

with ground truth words, but then slowly conditions gen-

erated words on words previously produced by the model.

However, [17] shows that the scheduled sampling algorithm

is inconsistent and the optimal solution under this objec-

tive does not converge to the true data distribution. Tak-

ing a different direction, [31] proposes to address the expo-

sure bias by gradually mixing a sequence level loss (BLEU

score) using REINFORCE rule with the standard maximum

likelihood training. Several other works have followed this

up with using reinforcement learning based approaches to

directly optimize the evaluation metrics like BLEU, ME-

TEOR and CIDER [33, 25]. However, optimizing the eval-

uation metrics does not directly address the diversity of the

generated captions. Since all current evaluation metrics use

n-gram matching to score the captions, captions using more

frequent n-grams are likely to achieve better scores than

ones using rarer and more diverse n-grams.

In this work, we formulate our caption generator as a

generative adversarial network. We design a discriminator

that explicitly encourages generated captions to be diverse

and indistinguishable from human captions. The genera-

tor is trained with an adversarial loss with this discrimina-

tor. Consequently, our model generates captions that better

reflect the way humans describe images while maintaining

similar correctness as determined by a human evaluation.

Generative Adversarial Networks. The Generative Ad-

versarial Networks (GANs) [14] framework learns gener-

ative models without explicitly defining a loss from a tar-

get distribution. Instead, GANs learn a generator using a

loss from a discriminator which tries to differentiate real

and generated samples, where the generated samples come

from the generator. When training to generate real images,

GANs have shown encouraging results [9, 30]. In all these

works the target distribution is continuous. In contrast our

target, a sequence of words, is discrete. Applying GANs to

discrete sequences is challenging as it is unclear how to best

back-propagate the loss through the sampling mechanism.
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A few works have looked at generating discrete distribu-

tions using GANs. [27] aim to generate a semantic image

segmentation with discrete semantic labels at each pixel.

[46] uses REINFORCE trick to train an unconditional text

generator using the GAN framework but diversity of the

generated text is not considered.

Most similar to our work are concurrent works which use

GANs for dialogue generation [24] and image caption gen-

eration [7]. While [24, 46, 7] rely on the reinforcement rule

[43] to handle backpropagation through the discrete sam-

ples, we use the Gumbel Softmax [20]. See Section 3.1 for

further discussion. [24] aims to generate a diverse dialogue

of multiple sentences while we aim to produce diverse sen-

tences for a single image. Additionally, [24] uses both the

adversarial and the maximum likelihood loss in each step

of generator training. We however train the generator with

only adversarial loss after pre-training. Concurrent work [7]

also applies GANs to diversify generated image captions.

Apart from using the gumbel softmax as discussed above,

our work differs from [7] in the discriminator design and

quantitative evaluation of the generator diversity.

3. Adversarial Caption Generator

The image captioning task can be formulated as follows:

given an input image x the generator G produces a caption,

G(x) = [w0, . . . , wn−1], describing the contents of the im-

age. There is an inherent ambiguity in the task, with multi-

ple possible correct captions for an image, which is also re-

flected in diverse captions written by human annotators (we

quantify this in Table 4). However, most image captioning

architectures ignore this diversity during training. The stan-

dard approach to model G(x) is to use a recurrent language

model conditioned on the input image x [11, 41], and train

it using a maximum likelihood (ML) loss considering every

image–caption pair as an independent sample. This ignores

the diversity in the human captions and results in models

that tend to produce generic and commonly occurring cap-

tions from the training set, as we will show in Section 5.3.

We propose to address this by explicitly training the gen-

erator G to produce multiple diverse captions for an input

image using the adversarial framework [14]. In adversar-

ial frameworks, a generative model is trained by pairing it

with adversarial discriminator which tries to distinguish the

generated samples from true data samples. The generator is

trained with the objective to fool the discriminator, which is

optimal when G exactly matches the data distribution. This

is well-suited for our goal because, with an appropriate dis-

criminator network we could coax the generator to capture

the diversity in the human written captions, without having

to explicitly design a loss function for it.

To enable adversarial training, we introduce a second

network, D(x, s), which takes as input an image x and a

caption set Sp = {s1, . . . , sp} and classifies it as either real

Figure 2: Caption generator model. Deep visual features are

input to an LSTM to generate a sentence. A Gumbel sam-

pler is used to obtain soft samples from the softmax distri-

bution, allowing for backpropagation through the samples.

or fake. Providing a set of captions per image as input to the

discriminator allows it to factor in the diversity in the cap-

tion set during the classification. The discriminator can pe-

nalize the generator for producing very similar or repeated

captions and thus encourage the diversity in the generator.

Specifically, the discriminator is trained to classify the

captions drawn from the reference captions set, R(x) =
{r0, · · · , rk−1}, as real while classifying the captions pro-

duced by the generator, G(x), as fake. The generator G
can now be trained using an adversarial objective, i.e. G is

trained to fool the discriminator to classify G(x) as real.

3.1. Caption generator

We use a near state-of-the art caption generator model

based on [36]. It uses the standard encoder-decoder frame-

work with two stages: the encoder model which extracts

feature vectors from the input image and the decoder which

translates these features into a word sequence.

Image features. Images are encoded as activations from a

pre-trained convolutional neural network (CNN). Caption-

ing models also benefit from augmenting the CNN features

with explicit object detection features [36]. Accordingly,

we extract a feature vector containing the probability of oc-

currence of an object and provide it as input to the generator.

Language Model. Our decoder shown in Figure 2, is

adopted from a Long-Short Term Memory (LSTM) based

language model architecture presented in [36] for image

captioning. It consists of a three-layered LSTM network

with residual connections between the layers. The LSTM

network takes two features as input. First is the object de-

tection feature, xo, which is input to the LSTM at only 0th
time step and shares the input matrix with the word vectors.

Second is the global image CNN feature, xc, and is input to

the LSTM at all time-steps through its own input matrix.

The softmax layer at the output of the generator produces
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