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1. Proof of proposition

Proposition 1. Let \( z = w^T h \), where \( w^T 1 = 0 \) and \( \| w \| = 1 \). Assume \( h \) has Gaussian distribution with the mean: \( \mathbb{E}_h[h] = \mu 1 \), and covariance matrix: \( \text{cov}(h) = \sigma^2 I \), where \( \mu \in \mathbb{R} \) and \( \sigma^2 \in \mathbb{R} \). We have \( \mathbb{E}_z[z] = 0 \), \( \text{var}(z) = \sigma^2 \).

Proof. It’s easy to calculate:

\[
\mathbb{E}_z[z] = w^T \mathbb{E}_h[h] = w^T \mu 1 = 0
\]

The variance of \( z \) is given by:

\[
\text{var}(z) = \mathbb{E}_z[z - \mathbb{E}_z[z]]^2
= \mathbb{E}_h[w^T (h - \mathbb{E}_h[h])]^2
= \mathbb{E}_h[w^T (h - \mathbb{E}_h[h])] \cdot \mathbb{E}_h[(h - \mathbb{E}_h[h])^T w]
= w^T \text{cov}(h) w
= w^T \sigma^2 1 w
= \sigma^2 w^T w = \sigma^2
\]

Proposition 2. Regarding to the proxy parameter \( \hat{v} \), centered weight normalization makes that the gradient \( \frac{\partial L}{\partial \hat{v}} \) has following properties: (1) zero-mean, i.e. \( \frac{\partial L}{\partial \hat{v}} \cdot 1 = 0 \); (2) orthogonal to the parameters \( w \), i.e. \( \frac{\partial L}{\partial \hat{v}} \cdot w = 0 \)

Proof. As introduced in the paper, the gradient \( \frac{\partial L}{\partial \hat{v}} \) is calculated as follows:

\[
\frac{\partial L}{\partial \hat{v}} = \frac{1}{\|\hat{v}\|} \frac{\partial L}{\partial w} - \frac{1}{d} \left( \frac{\partial L}{\partial w} 1 \right)^T 1
\]

where \( \hat{v} = v - \frac{1}{d} 1 (1^T v) \) is the centered auxiliary parameter. Besides, the centered weight normalization method guarantees that: (1) \( w^T 1 = 0 \); (2) \( \| w \| = 1 \). Based on 3, we have

\[
\frac{\partial L}{\partial \hat{v}} \cdot 1
= \frac{1}{\|\hat{v}\|} \left[ \frac{\partial L}{\partial w} - \frac{\partial L}{\partial w} w^T - \frac{1}{d} \left( \frac{\partial L}{\partial w} 1 \right)^T 1 \right] \cdot 1
= \frac{1}{\|\hat{v}\|} \left[ \frac{\partial L}{\partial w} - \frac{\partial L}{\partial w} w^T 1 - \frac{1}{d} \left( \frac{\partial L}{\partial w} 1 \right) d \right]
= \frac{1}{\|\hat{v}\|} \left[ - \left( \frac{\partial L}{\partial w} w \right) (w^T 1) \right] = 0
\]
Similarly, we have:

\[
\frac{\partial L}{\partial w} \cdot w = \frac{1}{\|\hat{v}\|} \left[ \frac{\partial L}{\partial w} \cdot w - \left( \frac{\partial L}{\partial w} \cdot w \right) w^T - \frac{1}{d} \left( \frac{\partial L}{\partial w} \right) (w^T \cdot w) \right] - 1 \frac{\partial L}{\partial w} \cdot w - \left( \frac{\partial L}{\partial w} \right) = 0
\]

(5)

2. Experimental results on GoogLeNet over CIFAR-10 dataset

The setup of this experiment is described as in the experiment of GoogLeNet on CIFAR in the paper. The results are shown in Figure 1, from which we can find that CWN also achieves marginal speedup compared to WN and ‘plain’. Moreover, CWN also obtains the lowest test error of 5.64%, compared to ‘plain’ of 6.00% and WN of 6.01%. We conjecture that centering the weight effectively regularizes the neural networks, therefore can achieve improvement in terms of the test performance, while it also improves the conditioning of the optimization problem and obtains net gain in terms of training performance.

![Figure 1. Performances comparison on GoogLeNet architecture over CIFAR-10 dataset.](image)

3. Details of neural network architectures in the experiments

Figures 2, 3 and 4 show the details of the used VGG-A [2], GoogLeNet [3] and 56 layers residual network [1] in the paper respectively. More details please see the available code at: https://github.com/huangleiBuaa/CenteredWN.
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Figure 2. The VGG-A architecture in the experiments. For `Block(d,n)`, `d` and `n` are the sizes of feature maps with respect to the input and output. `3x3 conv` indicates using `3x3` convolutional filter. `Fc(d, n)` indicates that the fully connected linear mapping has the input dimension of `d` and output dimension of `n`. The `MaxPool(2,2,2,2)` is in `2x2` regions by step size of `2x2`.

Figure 3. The GoogLeNet architecture. In the left side, we show the overall architecture. Note that `conv(3,64,3,3)` indicates using `3x3` filter with the dimensions of input and output feature maps are `3` and `64` respectively. All convolutional layer is followed by batch normalization and Relu nonlinearity. The right side shows the general Inception module.
Figure 4. The 56-layers residual neural network. ‘×n’ means there are n stacked blocks.