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1. Supplemental video
A supplemental video is available on https://youtu.be/jS7oVqqx6cY

2. Joint-filter cost volume
As described in our paper, the recent cross-modal joint filters are designed based on the cost functions. In this section,

we describe the joint-filter cost volume for these filters. Let t = (t1, · · · , ti, · · · , tN )T and g = (g1, · · · , gi, · · · , gN )T be
the vectorized target image and the vectorized original guidance image, where i is the pixel index. The set of the translated
guidances are given by {H1g, · · · ,Hkg, · · · ,HKg}, where Hk is the matrix operator for k-th labeled translation vector.

Guided Filter (GF) [3]: As described in our paper, the joint-filter cost volume Cjf for GF [3] is designed based on the
residual term in Eq. (8) in our original paper as
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where cjfi,k is the joint-filter cost volume at k-th label and i-th pixel, ak,i and bk,i are the linear transformation coefficients for
the k-th labeled translated guidance at the pixel i. Note that the proposed method is the general framework for the cross-modal
joint filters.

Mutual Structure for Joint Filtering (MSJF) [8]: The cost function for the original MSJF [8] is given by
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where λt, λg , agi , ati, b
g
i and bti are the parameters for the data term and the linear coefficient corresponding to MSJF [8], t̃

and g̃ are the filtered results by MSJF [8] , εg and εt are the smoothing parameters. Here, the first and the second terms are
the data term, the third and the fourth terms are the structure-similarity term, and the last two terms are the smoothing term,
respectively. In the proposed method, the joint-filter cost volume for MSJF [8] with the k-th translated guidance image Hkg
is designed based on the data term and the structure-similarity term as
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where λt, λg, agk,i, a
t
k,,i, b

t
k,i and bgk,i are the parameters for the data term and the linear coefficient corresponding to MSJF [8],

t̃k and g̃k are the filtered results for the target t and the k-th translated guidance Hkg obtained by MSJF [8] .

Joint Bilateral Filter (JBF) [7]: The recent study of the image filter [6, 2] also showed that the classical guidance filter, e.g.
JBF [7], can be formulated as the cost function minimization by the kernel function. Based on these studies, we can also
define the joint-filter cost volume for these classical joint filters. For example, the joint-filter cost volume for JBF [7] is given
by
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∑
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where σs and σi are the spatial similarity and the range (intensity/color) similarity, xi and xl are the position of i-th and l-th
pixel, respectively. Note that we can apply the proposed framework to the existing joint filters such as the scale map image
restoration [9] and the spatial-spectral objective function for the dark flash photography [5], if the cost function of the joint
filter is defined pixel-by-pixel.



(a) Target (R channel) (b) Guidance (G channel)
Figure 1. Robustness to misalignment between target and guidance images. (It’s same to Fig. 5 (a) and (b) in our paper.)

(a) GF [3] (b) DASC [4]+GF [3] (c) Proposed (GF [3])

(d) Quantitative evaluation by PSNR (left) and SSIM (right).
Figure 2. Robustness of the proposed method with GF [3]. The results (a), (b), and (c) are generated from the input image obtained by
adding the 8-pixel horizontal shift. (σ=25)

3. Additional results and whole images in our paper
In this section, we show the additional results and the whole images in our paper.

3.1. Additional results for image denosing

First, we show the additional results described in Sec. 4. 1 in our paper. To evaluate the performance of the existing
joint filters with the cross-modal registration, we also used the aligned guidance image by applying DASC [4], which is a
state-of-the-art registration method for cross-modal images. Note that DASC [4] is sensitive to noise, the target images are
denoised [1] before applying DASC. As shown in Fig. 2 (a), the blurred output is generated by naively applying GF [3].
Although the blur artifacts can be reduced by applying DASC [4], the discontinuity artifacts due to the registration error are
generated (Fig. 2 (b)). On the other hand, Fig. 2 (c) shows that the proposed method can remove the noise without the blur
and the discontinuity artifacts.

Next, we also evaluated the performance by measuring PSNR and SSIM. As shown in Fig. 2 (d), PSNR and SSIM are
dramatically decreased by naively applying GF [3] due to the blur artifacts. The proposed method can maintain the PSNR
and SSIM while the misalignment exists between the target and the guidance images. Note that, although the PSNR and
SSIM become to be stable by applying DASC [4], this approach cannot outperform the proposed method in terms of PSNR
and SSIM.



(a) MSJF [3] (b) DASC [4]+MSJF [3] (c) Proposed (MSJF [3])

(d) Quantitative evaluation by PSNR (left) and SSIM (right) .
Figure 3. Robustness of the proposed method with MSJF [3]. The results (a), (b), and (c) are generated from the input image obtained by
adding the 8-pixel horizontal shift. (σ=25)

(a) JBF [3] (b) DASC [4]+JBF [3] (c) Proposed (JBF [3])

(d) Quantitative evaluation by PSNR (left) and SSIM (right) .
Figure 4. Robustness of the proposed method with JBF [3]. The results (a), (b), and (c) are generated from the input image obtained by
adding the 8-pixel horizontal shift. (σ=25)



Finally, we evaluated the performance of the proposed framework with JBF [7] and MSJF [8] using the joint-filter cost
volume described in Eq. (2) and Eq. (3). As shown in Fig. 3 and 4, the proposed framework is effective for JBF [7] and
MSJF [8].

3.2. Whole images in our paper

In our original paper, almost figures are close-up images due to the space limitations. We show the whole images of these
figures in this section.

Figure 5 shows the whole image shown in Fig. 6 in our original paper. As shown in Fig. 5, the proposed method can
remove the noise effectively while reducing the artifacts due to the misalignment. Similarly, Fig. 6, Fig. 7, and Fig. 8 shows
the whole image shown in Fig. 7, Fig. 8, and Fig. 9 in our original paper.
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(a)Target(VIS) (b)Guidance(NIR)

(c) Ground truth (d) BM3D [1]

(e) JBF [7] (f) DASC [4]+JBF [7] (g)Proposed (JBF [7])

(h) MSJF[8] (i) DASC [4]+MSJF[8] (j)Proposed(MSJF[8])

(k) GF [3] (l) DASC [4]+GF [3] (m) Proposed(GF [3])
Figure 5. Visible image denosing guided by NIR image. (σ = 50)



(a)Target (FIR) (b)Guidance(VIS)

(c)Ground truth (d)Bicubic

(e) JBF[7] (f) DASC [4]+JBF[7] (g) Proposed(JBF[7])

(h) MSJF [8] (i)DASC [4]+MSJF [8] (j)Proposed(MSJF [8])

(k) GF [3] (l) DASC [4]+GF [3] (m) Proposed (GF [3])
Figure 6. FIR image up-sampling guided by visible image. (×4)



(a) Target (b) Guidance

(c) GF [3] (d)Proposed(GF[3])
Figure 7. Flash/no-flash photography .

(a) Target (VIS) (b) Guidance

(c) GF [3] (d)Proposed(GF[3])
Figure 8. Results for haze removal using visible and NIR images.


