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1. Algorithm analysis
1.1. Flow chart

We provide a detailed flow chart of our joint algorithm. As shown in Fig. 1, we first make a guess of latent image using
the proposed initialization, then iterate between PSF estimation and cross-channel transfer (CCT) step until reaching the
convergence or termination condition.

During the iterating process, we apply a simple trick to avoid boundary effects of convolution. Notice that in the main
text, step 6 of the algorithm is written in a slightly different way as:

α = argmin
α

∥∥JCCT
s −Bs ∗ (T(ICCT

G ) ·α)
∥∥2
2
. (1)

In practice, we put the convolution operation inside T since both of them are linear. However, operating convolution on each
CCT window may introduce artifacts at the borders. In the contrast, we pre-compute the full size image of Bs ∗ IG in the
PSF estimation step, and crop the CCT windows from the pre-computed image in the CCT step, as shown in Fig. 1.
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Figure 1: Working flow chart of our joint algorithm. The left two insets illustrate the different window selection for CCT step and PSF
step.
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1.2. Convergence analysis

Fig. 2 shows the SSIM assessments of images subject to iteration rounds. From the plots we see that the image quality
converges very quickly after the first couple iterations (i.e. 3 iterations), and may drop a little bit when the iterating process
continues. We ascribe this weak drop of image quality to possible over-fitting to the pixel values of green channel.

Table 1

2 7 8

Observed 0.836768452852603 0.902580089460846 0.942241499970155

Initial guess 0.921070472798754 0.937731322727920 0.958429504394720

1 0.921781609348744 0.945941626933890 0.964736531992011

2 0.921712333817389 0.946577596992248 0.965763275267673

3 0.921341568179710 0.945683064905772 0.966200859351536

4 0.921011343702776 0.945307039824779 0.966272961434346

5 0.920689569987513 0.944917202448263 0.966172257744837

6 0.920604018671730 0.943715028499374 0.966034055833569

7 0.920424432433848 0.944337082950848 0.965826111441771

8 0.920088873186608 0.943378736098509 0.965672334374988

9 0.919766491326187 0.944121767225545 0.965615254115287

10 0.919627591125170 0.944422673250919 0.965492373008672

11 0.919028779260124 0.944371340002469 0.965392842397706

12 0.918287249609762 0.944224050264971 0.965298892918016

13 0.917153981797861 0.944955046022863 0.965132480808306

14 0.917311885977834 0.945152219921887 0.964803710998398

15 0.916871342389393 0.944195703549498 0.964752519989067

16 0.916279859816881 0.945093294497781 0.964871603409491

17 0.915846944903095 0.944973081073252 0.965123509132227

18 0.915313619526686 0.945434865760883 0.965154422804611

19 0.915003154278037 0.945618529039923 0.964975681092855

20 0.914671905882325 0.945358237165763 0.964582864029826

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

Table 1

2 7 8

Observed 0.836768452852603 0.902580089460846 0.942241499970155

Initial guess 0.921070472798754 0.937731322727920 0.958429504394720

1 0.921781609348744 0.945941626933890 0.964736531992011

2 0.921712333817389 0.946577596992248 0.965763275267673

3 0.921341568179710 0.945683064905772 0.966200859351536

4 0.921011343702776 0.945307039824779 0.966272961434346

5 0.920689569987513 0.944917202448263 0.966172257744837

6 0.920604018671730 0.943715028499374 0.966034055833569

7 0.920424432433848 0.944337082950848 0.965826111441771

8 0.920088873186608 0.943378736098509 0.965672334374988

9 0.919766491326187 0.944121767225545 0.965615254115287

10 0.919627591125170 0.944422673250919 0.965492373008672

11 0.919028779260124 0.944371340002469 0.965392842397706

12 0.918287249609762 0.944224050264971 0.965298892918016

13 0.917153981797861 0.944955046022863 0.965132480808306

14 0.917311885977834 0.945152219921887 0.964803710998398

15 0.916871342389393 0.944195703549498 0.964752519989067

16 0.916279859816881 0.945093294497781 0.964871603409491

17 0.915846944903095 0.944973081073252 0.965123509132227

18 0.915313619526686 0.945434865760883 0.965154422804611

19 0.915003154278037 0.945618529039923 0.964975681092855

20 0.914671905882325 0.945358237165763 0.964582864029826

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

Table 1

2 7 8

Observed 0.836768452852603 0.902580089460846 0.942241499970155

Initial guess 0.921070472798754 0.937731322727920 0.958429504394720

1 0.921781609348744 0.945941626933890 0.964736531992011

2 0.921712333817389 0.946577596992248 0.965763275267673

3 0.921341568179710 0.945683064905772 0.966200859351536

4 0.921011343702776 0.945307039824779 0.966272961434346

5 0.920689569987513 0.944917202448263 0.966172257744837

6 0.920604018671730 0.943715028499374 0.966034055833569

7 0.920424432433848 0.944337082950848 0.965826111441771

8 0.920088873186608 0.943378736098509 0.965672334374988

9 0.919766491326187 0.944121767225545 0.965615254115287

10 0.919627591125170 0.944422673250919 0.965492373008672

11 0.919028779260124 0.944371340002469 0.965392842397706

12 0.918287249609762 0.944224050264971 0.965298892918016

13 0.917153981797861 0.944955046022863 0.965132480808306

14 0.917311885977834 0.945152219921887 0.964803710998398

15 0.916871342389393 0.944195703549498 0.964752519989067

16 0.916279859816881 0.945093294497781 0.964871603409491

17 0.915846944903095 0.944973081073252 0.965123509132227

18 0.915313619526686 0.945434865760883 0.965154422804611

19 0.915003154278037 0.945618529039923 0.964975681092855

20 0.914671905882325 0.945358237165763 0.964582864029826

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

0.825

0.85

0.875

0.9

0.925

0.95

0.975

1

Observed Initial guess 1 2 3 4 5 6 7 8 9 10

Figure 2: SSIM assessments of the restored images with different iteration rounds.

To examine the reasoning of over-fitting, we investigate an extreme case where the drastic hue change appears in the
image, as shown in the left of Fig. 3. We synthetically blur the image using a blur kernel used in the main text, accordingly
we have the blurred image (mid-left). Notice that in the green channel of this blurred image (presented in the right of Fig. 3),
the pixel intensities are very low on the region of red flower. Apparently, the cross-channel correlation doesn’t fit well into
our model. In this scenario, directly using green channel as the reference channel may cause a significant loss of most fine
details and the over-fitting in the plain black part of green channel. However, for other regions, including the stamen and
some of the petals of red flower, the resolved image has preserved the details well, that in some sense validates the robustness
of our algorithm.

The main reason accounting for this over-fitting is the simplicity of our cross- channel model. We yield this problem to
future work by exploiting an improved model of cross-channel similarity, for instance using learning-based strategies.

1.3. Run time discussion

As reported in the main text, our algorithm takes around 7 secs to restore one channel of a 1,400 × 1,000 pixels image. It
is worth noting that storing a whole image could take more than just 14 secs, considering the time (around 1 min) to blindly
deconvolve [4] the reference channel. For most of the captured images, the green channel of the image is relatively sharp such
that the deconvolution shall be fast and robust. Since we don’t have the executable codes of state-of-the-art cross-channel
deconvolution algorithms, it is tough to give an intuitive quantitative comparison. However, with the aid of the proposed
compact but powerful image formation, we believe our algorithm is very competitive in terms of computational efficiency.

2



(a) ground truth image (b) blurred image (c) deblurred image (d) green channel (blurred)

Figure 3: Extreme example with drastic hue change (a possible failure case of our algorithm).

2. Results with an additional prior added on latent image
As mentioned in the main text, we have run the experiments with a gradient-based cross-channel prior added in the

deconvolution scheme as a comparison. Specifically, we modify step 6 in the described algorithm into:

α = argmin
α

∥∥JCCT
s −Bs ∗ ICCT

s

∥∥2
2
+ γ

∥∥∇ICCT
s · ICCT

G −∇ICCT
G · ICCT

s

∥∥2
2
, (2)

where
ICCT
s = T(ICCT

G ) ·α.
We found that the quality of the resulting images doesn’t increase (even drop a little bit), as shown in Tab. 1. Although we
are using l2 norm, the comparison result still suggests that our model has covered the function of a regular cross-channel
prior. More specifically, we are directly using the pixel values of the reference channel, which fully satisfy the distribution of
natural images, thus, we don’t need further weak statistical priors to recover the corrupted details.

1 2 3 4 5 6 7 8 9 10 Average
Without prior 36.07 36.37 33.96 31.87 30.93 34.29 32.64 37.93 35.60 30.88 34.05

With prior 36.15 36.38 33.93 31.85 30.93 34.27 32.61 37.86 35.57 30.87 34.04

Table 1: Quantitative comparison on algorithm with and without gradient prior added.

3. Additional synthesized results
In the main text, we have shown the averaged PSNR and SSIM assessments on 29 images selected from the dataset.

Here we show the quantitative comparison between different algorithms on each image in Fig. 4. Notice that for most of
the images, our algorithm outperforms others with respect to PSNR and SSIM values, and exhibits the closest result to the
non-blind deconvolution version. For the results from Yue et al. [6], since we didn’t have the source code, only the first 10
images are available for the comparison.

The full version of Fig. 7 in the main text is presented here in Fig. 5. Particularly, compared to state-of-the-art algorithms,
ours successfully eliminates the color fringes all across the distorted images to the lowest level.

4. Additional real world results
4.1. Diffractive lens data

Full-size results are presented in Fig. 6. As shown in the images, chromatic aberrations have better corrections in our
resolved ones, including large chromatic aberrations around highlights (see second patch of first row, and third patch of
second row), those induced by sharp color changes (see second path of second row, and first patch of third row), and those
due to defocus (red part in the second path of third row). Also, all these images exhibit clearer information than other results,
especially in the third patch of first row and the first patch of fourth row, where the decoration pattern on the glass and the
text on the back can be recognized more easily.
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(a) PSNR

(b) SSIM

Figure 4: Quantitative comparison results between different algorithms on 29 testing images. For almost all the testing images, our results
out-perform others’ and are the closest to the results of non-blind algorithm.

4.2. Refractive lens data

Full-size results are presented in Fig. 7. Similar to the previous results of diffractive optics, the results on refractive lenses
show that our algorithm can handle different kinds of chromatic aberrations properly without sacrificing fine-grain details
(first patch of first row,third batch of second row). Surprisingly, the results of our blind algorithm are even clear than a
non-blind one (see the number in the second patch of first row). The results of correcting motion blur (fourth row) have also
shown the ability of our algorithm to deal with more general deblur problem. However, there also exists some color fidelity
problem in our results (see third patch of first row, and third patch of third row), which we hope to fix it using learning method
or adaptive window size in the future.

5. Discussion on special cases
We have tested our algorithm on the images without noticeable blur. As shown in Fig. 8, via directly using the same

settings in previous experiments, our algorithm works quite well on unblurred images. That is to say, for some regions of
an image that suffer from less blurry effect, we don’t have to fine tune the algorithm to avoid causing artifacts as many
deconvolution algorithms may need.
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(a) Ground truth

(b) Blurred (c) Non-blind (d) Krishnan et al. [4]

(e) Yue et al. [6] (f) Heide et al. [1] (g) Ours

(a) Ground truth

(b) Blurred (c) Non-blind (d) Krishnan et al. [4]

(e) Yue et al. [6] (f) Heide et al. [1] (g) Ours

(a) Ground truth

(b) Blurred (c) Non-blind (d) Krishnan et al. [4]

(e) Yue et al. [6] (f) Heide et al. [1] (g) Ours

Figure 5: Full resolution version of images restored via different algorithms. Ours exhibit the least chromatic aberration artifacts compared
with state-of-the-art works.
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(a) Captured (b) Heide et al.[1] (c) Ours

Figure 6: Full-size restored images captured by a diffractive lens.
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(a) Captured (b) Heide et al. (non-blind) [2] (c) Ours

(a) Captured (b) Heide et al. (non-blind) [2] (c) Ours

(a) Captured (b) Yue et al. [6] (c) Ours

(a) Captured (b) Krishnan et al. [4] (c) Ours

Figure 7: Full-size restored images captured by refractive lenses from state-of-the-art works.
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(a) Original image (b) Restored image

Figure 8: The results of our algorithm on unblurred images. We apply our algorithm on the latent images with exactly the same parameter
(PSF window size, CCT window size). The resulting images are visually identical to the original ones, suggesting that our parameters are
adaptable subject to different kinds of blurry level.
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