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• Figure 1: Additional qualitative results on the MPII human pose datasets [1].
• Figure 2: Additional qualitative results on the LSP datasets [5].
• Figure 3: Qualitative comparison of our method with the state-of-the-art methods on the LSP dataset.
• Figure 4: Qualitative comparison of our method with the stacked hourglass network [6] on the MPII human pose test set.
• Figure 5: Analysis of failure cases on the MPII dataset [1] and the LSP dataset [5].
• Figure 6: Demo: Human pose estimation in video.
• Figure 7: Comparison of our initialization scheme with Xavier method [3] an MSR method [4] (Training and validation curves of PCKh scores vs. epoch on the MPII validation set).
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Figure 1. Qualitative results on the MPII human pose datasets [1].
Figure 2. Qualitative results on the LSP datasets [5].
Figure 3. Qualitative comparison on the LSP test set. For each sample, we first visualize the groundtruth annotations in the 1st row. Then we compare the predictions of our method (2nd row) with those of Wei et al. (Convolutional Pose Machine) [7] (3rd Row) and Bulat and Tzimiropoulos [2] (4th row).
Figure 4. Qualitative comparison on the MPII human pose test set. For each sample, we compare the predictions of our approach (1st row) with the stacked hourglass network [6] (2nd row). As demonstrated, our method is more robust to the difficult camera view and the foreshortening. Note that the groundtruth of the MPII test set is held out, and the results of [6] are predicted with the code and the model released by the authors.

Figure 5. Failure cases on the LSP dataset [5] and the MPII human pose test set [6]. We only show the groundtruth of the LSP test set here because that the groundtruth of the MPII test set is held out. Our method may generate wrong estimations due to heavy occlusion, low resolution, limb-like objects, and extreme foreshortening.
Figure 6. Our results on a video sequence. The rough locations and the scales of the people is first estimated per frame by a human detector. Then the human poses are obtained by applying our method on each possible location. Note that no temporal information is used in this example. Please refer to [https://youtu.be/17atJhXb-Eg](https://youtu.be/17atJhXb-Eg) to watch our video demo.
Figure 7. Comparison of our initialization scheme with Xavier method [3] and MSR method [4] (Training and validation curves of PCKh scores vs. epoch on the MPII validation set). We observe that both the Xavier method and the MSR method have difficulties in optimization at the beginning of the training. Moreover, the validation accuracies of the Xavier and the MSR methods oscillate significantly before reaching a stable point.