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Abstract

Structured light 3D surface scanners are usually com-

prised of one projector and of one camera which provide a

limited view of the object’s surface. Multiple projectors and

cameras must be used to reconstruct the whole surface pro-

file. Using multiple projectors in structured light profilome-

try is a challenging problem due to inter-projector interfer-

ences which make pattern separation difficult. We propose

the use of sinusoidal fringe patterns where each projector

has its own specifically chosen set of temporal phase shifts

which together comprise a DFT2P+1 basis, where P is the

number of projectors. Such a choice enables simple and ef-

ficient separation between projected patterns. The proposed

method does not impose a limit on the number of projectors

used and does not impose a limit on the projector place-

ment. We demonstrate the applicability of the proposed

method on three projectors and six cameras structured light

system for human body scanning.

1. Introduction

Structured light (SL) 3D surface scanning using sinu-

soidal patterns, the fringe projection profilometry (FPP),

is one of the most robust and well accepted techniques in

practical applications including (but not limited to) human

body scanning, digital model generation, reverse engineer-

ing, rapid prototyping, and quality control [7]. In FPP a

projector projects a sinusoidal fringe pattern onto a object

which is then recorded by a camera. The phase of the de-

formed fringe pattern observed by the camera encodes all

information required to reconstruct the surface profile.

In many applications of FPP a complete object’s surface

profile is required. Obtaining a complete surface profile is

impossible using only one projector and only one camera

due to occlusions and limited fields of view. While adding

a camera to a FPP system is simple, adding a projector to

increase the illuminated area is a challenging problem due

to interference between projected patterns. Indeed, almost

all of SL patterns described in the literature [21, 22, 1] are

designed for a single projector. Considering that the only

option for using the existing SL patterns in a multi-projector

SL system is to use projectors in turns which eliminates any

interference [5].

There are currently only several multi-projector FPP sys-

tems described in the literature which employ simultaneous

pattern projection. Servin et al. [24, 25] describe a multi-

projector single-camera system which relies on a very pre-

cise spatial placement of projectors (so called co-phased

profilometry), and therefore has limited general applica-

bility. Woolford and Burnett [29] describe a more gen-

eral two-projector multi-camera system which uses spatial

fringe multiplexing where spatial orientations of fringe pat-

terns vary between projectors: one projector uses vertical

and another horizontal fringes. Such spatial fringe multi-

plexing is commonly used in single-projector FPP systems

[31, 27], however, in multi-projector FPP systems it places

undesirable constraints on spatial projector placement and

is not easily extendable to an arbitrary number of projec-

tors. Interestingly, multi-projector FPP systems which use

an acquisition strategy where projectors are employed se-

quentially are also rarely described [26, 5]

Non FPP-based multi-projector multi-camera systems

are also uncommon in the literature. Sagawa et al. [20, 19]

describe a multi-projector system which uses line patterns

with different spatial line orientations. Similar to spatial
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multiplexing in FPP systems [29, 31] using different spa-

tial orientations places undesirable constraints on spatial

projector placement. Yan et al. [30] describe a theoretical

multi-projector system which combines De Bruijn color se-

quences and random dot patterns; unfortunately, their work

only provides simulated results making practical applicabil-

ity questionable.

We propose a novel multi-projector multi-camera struc-

tured light surface scanning system which uses gray-level

sinusoidal fringe patterns where each projector has its own

carefully chosen set of temporal phase shifts. The idea

of separating mixed sinusoids from a sufficient number

of observations was previously applied to single projector

FPP systems [16, 9, 8] only. In our approach for a scan-

ner using P projectors we select temporal phase shifts to

comprise a discrete Fourier transform in 2P + 1 points

(DFT2P+1) which enables simple and efficient decoupling

of projected fringes. Compared to existing multi-projector

multi-camera FPP systems the proposed method does not

impose a limit on the number of projectors used and does

not impose constraints on the projector placement. To the

best of our knowledge there is currently no multi-projector

multi-camera FPP system described in the literature which

does not impose constraints on projector placement.

This paper is organized as follows: In Section 2 we

present the proposed method. In Section 3 we compare the

proposed method to classical sequential employment. Re-

sults and discussion are presented in Section 3. We con-

clude in Section 5.

2. The Proposed Method

Before presenting the proposed method we give a brief

review of a classical one-projector temporal phase shift-

ing strategy [2, 11]. We then extend this first to the two-

projectors case in Section 2.2 and then to the arbitrary num-

ber of projectors in Section 2.3.

2.1. Classical Temporal Phase Shifting

Classical approaches to temporal phase shifting use one

projector only. The projector projects a set of N phase-

shifted gray-level sinusoidal fringes which are observed by

one or more cameras sequentially in time. Each of N pro-

jected fringes has a different temporal phase shift ϕ[n] given

by

ϕ[n] = 2πn/N, n = 0, . . . , N − 1, (1)

where n is a frame number (time-step). The intensity of the

nth fringe in projector’s coordinate system (xPRJ, yPRJ) is:

IPRJ(xPRJ, yPRJ) = I0
(

1 + cos(ωxPRJ + ϕ[n])
)

/2, (2)

where I0 is projector’s intensity and where ω is spatial

frequency. The intensity of the nth fringe observed by

the camera and expressed in camera’s coordinate system

(xCAM, yCAM) is:

ICAM(xCAM, yCAM) = IAMB + hIPRJ, (3)

where IAMB is a constant ambient illumination and where h,

0 ≤ h < 1, models pixel-dependent channel loss. Combin-

ing Eqs. (2) and (3) yields:

ICAM(xCAM, yCAM) = a+ b cos(ωxPRJ + ϕ[n]), (4)

where a = IAMB + 1
2hI0 is a time-invariant component

comprised of both ambient and projector illumination and

where b = 1
2hI0 is the amplitude of the observed fringe

or contrast. Eq. (4) defines a spatio-temporal signal where

ϕ[n] are temporal phase shifts and where ωxPRJ = Φ is

a spatial phase. The spatial phase Φ cannot be recovered

directly from the N acquired frames. Instead, a wrapped

phase φ ≡ Φ (mod 2π) is recovered from Eq. (4) using

φ = atan2(Y,X) (5)

where

Y = −
∑N−1

n=0
ICAM(xCAM, yCAM) sin

(

ϕ[n]
)

X =
∑N−1

n=0
ICAM(xCAM, yCAM) cos

(

ϕ[n]
)

.

The wrapped phase φ is then unwrapped to obtain Φ using

one of the well known phase unwrapping algorithms [32, 6].

Then for each camera pixel (xCAM, yCAM) the spatial pro-

jector coordinate xPRJ is recovered from the spatial phase Φ
using

xPRJ = Φ/ω. (6)

Finally, the surface profile is reconstructed via triangulation

[10].

2.2. Two Projectors

Let us now consider the case of two projectors where

both projectors simultaneously project sinusoidal fringes

patterns so camera observes an additive combination of two

sinusoidal fringes for each of N recorded frames.

Adding the contribution of the second projector to

Eq. (4) yields

ICAM = a+ b1 cos(ω1x1 +ϕ1) + b2 cos(ω2x2 +ϕ2), (7)

where bk, ωk and ϕk are contrast, spatial frequency, and

temporal phase shift of kth projector (spatial coordinates are

omitted for clarity). In Eq. (7) the term a contains the over-

all contribution of ambient illumination and of both projec-

tors,

a = IAMB + 1
2hI1 +

1
2hI2, (8)
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where I1 and I2 replace I0 of Eq. (2). Let φ1 = ω1x1 and

φ2 = ω2x2 be spatial wrapped phases of the first and the

second projector respectively. Then

ICAM[n] = a+b1 cos(φ1+ϕ1[n])+b2 cos(φ2+ϕ2[n]), (9)

which may be decomposed into a sum of five complex ex-

ponentials

ICAM[n] = aej0 + 1
2b1e

jφ1ejϕ1[n] + 1
2b1e

−jφ1e−ϕ1[n]

+ 1
2b2e

jφ2ejϕ2[n] + 1
2b2e

−jφ2e−ϕ2[n].

(10)

Recall a standard notation from digital signal processing

[15] where a time-discrete complex exponential with the pe-

riod N is denoted by

Wn
N = exp(−2πjn/N). (11)

Specifically, WN is the N th root of unity and

〈Wnk1

N ,Wnk2

N 〉 =

N−1
∑

n=0

W−nk1

N Wnk2

N

=

{

0, k1 6≡ k2 (mod N)

N, k1 ≡ k2 (mod N)

(12)

holds. We say that time-discrete complex exponentials of

period N form an orthogonal basis with N basis vectors

vk[n] = Wnk
N , where n = 0, . . . , N − 1 is time-step and

where k = 0, . . . , N − 1 is basis vector index.

We propose that each projector uses a different set of

temporal phase shifts so

ϕ1[n] = 2πn/N and ϕ2[n] = 4πn/N = 2ϕ1[n]. (13)

Eq. (10) may be rewritten using Eqs. (11) and (13) to obtain

ICAM[n] = aW 0·n
N + 1

2b1e
jφ1W−n

N + 1
2b1e

−jφ1Wn
N

+ 1
2b2e

jφ2W−2n
N + 1

2b2e
−jφ2W 2n

N ,

(14)

which is a decomposition of the time-discrete signal

ICAM[n] into a sum of complex exponentials Wnk
N . The

decomposition of Eq. (14) is recognizable as the discrete

Fourier transform in N points of ICAM[n] [15]. More specif-

ically

ÎCAM[k] = DFTN

[

ICAM[n]
]

= (15)

= {N
2 b2e

jφ2 , N
2 b1e

jφ1 , Na, N
2 b1e

−jφ1 , N
2 b2e

−jφ2}.

We say ÎCAM[k] is a five component discrete spectrum of

ICAM[n]. In Eq. (15) the DC spectral component models the

ambient illumination and mean projector intensities. Two

additional spectral components are required to model each

projector, k = ±1 for the first projector and k = ±2 for the

second. If the number of temporal phase shifts N satisfies

N ≥ 2 ·2+1 = 5 then all complex exponentials in Eq. (14)

are orthogonal and the decomposition of N observed frames

into contributions of each projector is possible.

To recover the kth wrapped phase φk the fast Fourier

transform [4] may be used to pixel-wise decompose N ac-

quired frames and compute the spectrum (15). The wrapped

phase φk is the argument of the spectrum at the index k:

φk = −Arg(ÎCAM[k]) = −Arg(N2 bke
−jφk). (16)

Similarly, the contrast bk may be computed from the abso-

lute value of the spectrum at the index k:

bk = 2
N

∣

∣ÎCAM[k]
∣

∣. (17)

Although the contrast bk is not required for phase recov-

ery it is used to determine if a particular camera pixel is

illuminated by the kth projector. The value of contrast is

compared to some threshold T and pixels for which

bk > T (18)

holds are considered illuminated by the k-th projector. The

threshold T is best set as a percentage of 1
2Ik, e.g. setting

T to 10% of 1
2Ik requires that channel loss h is no lower

than 0.1. Once wrapped phases φ1 and φ2 are computed

the surface profile may be reconstructed for each projector-

camera pair as was described in Section 2.1.

2.3. Arbitrary Number of Projectors

Let us now consider the arbitrary number of projectors

where all projectors project their sinusoidal fringes simulta-

neously. The camera now observes an additive combination

of all fringes in each of N acquired frames.

Let P ≥ 1 be the number of projectors. Then Eq. (9)

generalizes to

ICAM[n] = a+
∑P

k=1
bk cos(φk + ϕk[n]). (19)

Instead of a single sinusoidal fringe we are observing a sum

of P fringes. We propose to select the P temporal phase

shifts ϕk[n] so

ϕk[n] = 2πkn/N, k = 1, . . . , P. (20)

Using the selected temporal phase shifts Eq. (19) transforms

to

ICAM[n] = a+

P
∑

k=1

1
2bk

(

ejφkW−kn
N + e−jφkW kn

N

)

, (21)

which is a discrete Fourier transform decomposition of the

signal ICAM[n] in 2P + 1 points and is a generalization of
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Eq. (14). In the proposed decomposition the ambient illu-

mination and the combined mean projector intensity of all

P projectors are modeled by the term a which has the basis

vector W 0·n
N . The sinusoidal fringe of the kth projector is

modeled by a single summand of the sum in Eq. (21) which

uses two basis vectors W−k·n
N and W k·n

N . As each projec-

tor uses a different phase-shift step k the decomposition of

Eq. (21) is unambiguous if

N ≥ 2P + 1. (22)

Wrapped phases and contrast may then be recovered us-

ing Eqs. (16) and (17). Applying a phase unwrapping al-

gorithm [32, 6] recovers coordinates xPRJ which together

with known xCAM and yCAM enable surface reconstruction

via triangulation [10].

To summarize, the proposed method for multi-projector

multi-camera FPP scanning is comprised of the following

steps:

1. For each of P projectors generate a set of N ≥ 2P +1
fringe patterns using Eq. (2) where the temporal phase

shift of kth projector is given by Eq. (20).

2. Set P projectors to simultaneously project fringes so

each camera observes N frames containing an additive

combination of projected fringes.

3. For each camera decode the set of N observed frames

as follows:

(a) Decompose in time the set of N frames using the

fast Fourier transform in N points.

(b) Determine the area illuminated by the kth projec-

tor using Eq. (18).

(c) Recover the wrapped phase φk for the area illu-

minated by the kth projector using Eq. (16).

(d) Unwrap the wrapped phase φk using any of the

algorithms from [32, 6] to obtain Φk.

(e) Recover the projector coordinate xPRJ,k of kth

projector from Φk using Eq. (6).

4. Triangulate object’s surface using all collected camera

and projector coordinate pairs.

3. Comparison to Sequential Employment

The simplest data acquisition strategy for multi-projector

multi-camera SL system which avoids inter-projector inter-

ference is to use each projector in turn [26, 5], a so-called

sequential projector employment. The proposed method

uses projectors simultaneously which allows the reduction

in the total number of acquisitions, where an acquisition

means a simultaneous frame capture on all cameras.

C1

P1

C2

C4

C5

C6

C3

P2

P3

Figure 1. Multi-projector multi-camera structured light 3D scanner

comprised of three projectors and six cameras mounted on three

vertical poles.

P1

P2

P3

C1

C2

C3

C4C6

C5

55cm

80 cm

280 cm

13
8 

cm

173 cm

104 cm

14
4 c

m

109 cm

Figure 2. Spatial arrangement for 3D scanner. One projector and

one camera-pair are mounted on the same vertical pole as follows:
✄

✂

�

✁
C1-

✄

✂

�

✁
P1 -

✄

✂

�

✁
C2 on the first pole,

✄

✂

�

✁
C3-

✄

✂

�

✁
P2 -

✄

✂

�

✁
C4 on the second, and

✄

✂

�

✁
C5-

✄

✂

�

✁
P3 -

✄

✂

�

✁
C6 on the third. Points for one position of a planar calibration

board are shown as black crosses.

For a single projector the minimum number of sinusoidal

fringes to project is 3 [2, 3], so for P projectors employed

sequentially the minimum number of acquisitions is 3P .

The proposed method reduces 3P to 2P + 1, which is a

clear advantage. Furthermore, in practice the number of

phase shifts is never the minimum 3 due to noise sensitivity;

common choices are 7 or more shifts [3]. For the proposed

method all acquired frames contain data of more (all) pro-

jectors, therefore for three or more projectors we achieve 7

or more shifts for each projector as 2P + 1 > 7.

A disadvantage of the proposed method compared to

sequential employment is that simultaneous employment

makes camera’s dynamic range shared between projectors.

In an ideal one-projector setup a whole camera’s dynamic
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a b c

Figure 4. A planar calibration board used for quantitative analysis

as seen by
✄

✂

�

✁
C4: (a) board under white illumination; (b) board under

illumination by
✄

✂

�

✁
P3 using ω2; and (c) board under illumination by

all three projectors simultaneously. Note the difference between

the pure fringe in (b) and the multi-projector interference pattern

in (c).

range D is allocated to that projector. However, in multi-

projector setup each camera observes the sum which re-

duces the maximal dynamic range allocated to one projec-

tor to D/P . This reduction increases measurement noise

and may affect wrapped phase estimation. Fortunately, the

loss of resolution in amplitude due to sharing of the dy-

namic range may be compensated by using a better cam-

era or by increasing the temporal resolution by using more

phase shifts.

In practice the loss of resolution in amplitude has a firm

limit which is determined by the number of projectors with

overlapping FOVs. That limit is normally less than the total

number of projectors used, e.g. to scan a complete human

body P projectors are placed to surround the human which

in practice limits the overlap to about 2 or 3 projectors in-

stead of P .

In the context of multiplexed-illumination as proposed

by Schechner et al. [23] a multi-projector SL scanner op-

erates in saturation-limited range: camera exposure must

be fixed to match the common refresh rate of all projec-

tors, therefore only lens iris is used to avoid oversaturation.

Then, comparing sequential acquisition using M shifts for

each of P spatial frequencies with the proposed simultane-

ous acquisition using N = 2P + 1 shifts yields an SNR

gain of N/M in the signal amplitude (contrast) b and of

(N · B2
1)/(M · B2

2) in the signal phase ϕ [14, 12], where

B1 = D/P and B2 = D are fringe modulations. In prac-

tice using an 8-bit camera is sufficient to separate patterns

of at least three overlapping projectors.

4. Results and Discussion

To demonstrate the applicability of the proposed method

we have built a SL scanner comprised of three projec-

tors and six cameras shown in Fig. 1. Of three projec-

tors one is Canon LV-WX310ST (
✄

✂

�

✁
P1 ) and two are Acer

S1383WHne (
✄

✂

�

✁
P2 ,

✄

✂

�

✁
P3 ). All projectors are operated at their

✄

✂

�

✁
P1

✄

✂

�

✁
P2

✄

✂

�

✁
P3

✄

✂

�

✁
C1 0.15± 3.26 0.10± 0.08 0.12± 0.12
✄

✂

�

✁
C2 0.15± 2.73 0.09± 0.08 0.11± 0.10
✄

✂

�

✁
C3 0.16± 3.72 0.13± 0.12 0.17± 4.23
✄

✂

�

✁
C4 0.21± 5.52 0.21± 5.31 0.15± 4.20
✄

✂

�

✁
C5 0.12± 0.11 0.11± 0.10 0.15± 3.68
✄

✂

�

✁
C6 0.18± 4.08 0.13± 0.12 0.15± 3.05

Table 2. Absolute mean error of recovered projector coordinate

xPRJ expressed in projector pixels and its standard deviation for a

planar calibration board shown in Fig. 4. Note the average error is

in subpixel range at about 0.14 px.

native resolution of 1280× 800. All six cameras are Point-

Grey’s Grasshopper3 GS3-U3-23S6C-C; four cameras are

fitted with Fujinon HF12.5SA-1 lenses (
✄

✂

�

✁
C1,

✄

✂

�

✁
C2,

✄

✂

�

✁
C3,

✄

✂

�

✁
C4) and

two with Kowa LM8JCM lenses (
✄

✂

�

✁
C5,

✄

✂

�

✁
C6). The scanner is

synchronized in software and acquires images at 20 FPS.

The system was calibrated using a planar calibration board

(Fig. 4) and the method of [17, 10]. The spatial arrange-

ment of projectors and cameras is shown in Fig. 2; note that

Fig. 1 is a view toward the scanner and Fig. 2 is a view

toward the object. Such an arrangement was deliberately

chosen to maximize projector overlap and to better demon-

strate the proposed method; there is no camera-projector

pair for which the common field-of-view is empty. In real-

world applications and especially in human body scanning

a setup where projectors and cameras surround the object

would normally be used.

We have selected a multiple-phase shifting (MPS) un-

wrapping strategy [18] with three spatial frequencies ω0 =
2π 13

W
, ω1 = 2π 17

W
, and ω2 = 2π 21

W
, where W = 1280 px

is projector width. Fringes are projected in a round-robin

fashion: first
✄

✂

�

✁
P1 projects ω0,

✄

✂

�

✁
P2 ω1, and

✄

✂

�

✁
P3 ω2 using N

phase-shifts each; then pth projector switches its spatial fre-

quency from ωm to ωm+1 (mod 3) etc. The number of phase

shifts was set to N = 12. The phase steps were chosen to

be 1, 3, and 5 so
✄

✂

�

✁
P1 used ϕ1[n] =

1
6πn,

✄

✂

�

✁
P2 ϕ2[n] =

1
2π,

and
✄

✂

�

✁
P3 ϕ3[n] =

5
6πn. We have performed several experi-

ments using these parameters: (i) a quantitative comparison

of wrapped phases; (ii) a quantitative comparison of recov-

ered projector coordinate; and (iii) a 3D reconstruction of

a person. Concerning the operating scanner frame rate of

20 FPS, the number of 12 phase shifts, the number of 3

frequencies, and the number of 3 projectors involved, the

acquisition times for sequential and simultaneous scanning

are approximately 5.5 and 1.8 seconds respectively.

We quantitatively compare wrapped phases and recov-

ered projector coordinate to the classical MPS strategy

which is taken as the ground truth. Recorded object is a
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ICAM[n] a b1 for
✄

✂

�

✁
P1 b2 for

✄

✂

�

✁
P2 b3 for

✄

✂

�

✁
P3

φ1 for
✄

✂

�

✁
P1 φ2 for

✄

✂

�

✁
P2 φ3 for

✄

✂

�

✁
P3

✄

✂

�

✁
C5, frame 1/12

input images DC component contributions of each projector

= + + +

ICAM[n] = a

+ 1
2b1

(

ejφ1W−1·n
N + e−jφ1W 1·n

N

)

+ 1
2b2

(

ejφ2W−3·n
N + e−jφ2W 3·n

N

)

+ 1
2b3

(

ejφ3W−5·n
N + e−jφ3W 5·n

N

)

Figure 3. Spectral decomposition for
✄

✂

�

✁
C5. Twelve input frames are decomposed using the proposed method to obtain contributions of each

individual projector. Note that φ1 has spatial frequency ω0 = 2π 13

W
, φ2 has ω1 = 2π 17

W
, and φ3 has ω2 = 2π 21

W
.

stationary calibration board (Fig. 4) which was first im-

aged using sequential employment (classical MPS) and then

using the proposed method (simultaneous employment).

Wrapped phases are compared using the absolute circular

distance dcircular(·, ·) as the error metric:

dcircular(φ, φMPS) =
∣

∣Arg(eiφ/eiφMPS)
∣

∣, (23)

where φ is the wrapped phase obtained using Eq. (16) and

φMPS is the ground truth. The error metric was computed for

illuminated pixels only using the threshold T of 5%. Table

1 lists errors for all 3 · 3 · 6 = 54 (number of spatial fre-

quencies used times number of projectors times number of

cameras) wrapped phases. On average the wrapped phase

error is 0.0168 rad = 0.96◦. The absolute error in the re-

covered projector coordinate, |xPRJ − xPRJ,MPS|, is listed in

Table 2 for all 3·6 = 18 camera-projector combinations. On

average the projector coordinate error is 0.14 px. Note that

the distribution of errors is not Gaussian and that quantita-

tive results are presented using non-filtered data. Overall,

almost all (> 95%) points have error below the twice the

mean and only a small number of outliers affects the de-

viation for some views. These quantitative results clearly

indicate the applicability of the proposed method.

For a qualitative evaluation of the proposed scanner we

have recorded a female model in an office during the day

under normal ambient illumination. An example of spec-

tral decomposition of the first 12 input frames for
✄

✂

�

✁
C5 is

shown in Fig. 3. Note the following: (1) the DC com-

ponent a contains both ambient and average illumination

of all projectors; (2) the contrast bk indicates which areas

are well illuminated by kth projector; and (3) the wrapped

phase φk is recovered even for poorly illuminated areas as

φk is mostly independent of bk. The spectral decomposi-

tion is then applied to all 36 input frames to obtain three

wrapped phases for each of six cameras. Wrapped phases

may then be unwrapped using the method of [18]. An ex-

ample of nine wrapped phases and of recovered projector

coordinates is shown in Fig. 5. In Figs. 3 and 5 processing

results are shown for all pixels, i.e. even pixels which are

not illuminated according to Eq. (18) were processed.

Once projector coordinates are known for each camera

a 3D point cloud is obtained via triangulation [10]. Recov-

ered 3D surface points may be textured using the value of

a as the gray-level intensity. Furthermore, if cameras are

recording in color then the DC spectral coefficient a may be

computed for each color channel separately. This yields a

full-color texture with the sinusoidal fringe removed: there

is no need to acquire an additional frame with all projec-

820



36 input frames in three

groups of 12 frames are first

decomposed into nine

wrapped phases from which

xPRJ is computed.

frame 1/36

ω0 = 2π 13
W

ω1 = 2π 17
W

ω2 = 2π 21
W xPRJ for

✄

✂

�

✁
P1

ω1 = 2π 17
W

ω2 = 2π 21
W

ω0 = 2π 13
W xPRJ for

✄

✂

�

✁
P2

ω2 = 2π 21
W

ω0 = 2π 13
W

ω1 = 2π 17
W xPRJ for

✄

✂

�

✁
P3

✄

✂

�

✁
P1

✄

✂

�

✁
P2

✄

✂

�

✁
P3

✄

✂

�

✁
C2

Figure 5. Recovered wrapped phases and projector coordinates for
✄

✂

�

✁
C2. Note different shadows in the projector coordinate xPRJ for three

projectors.

✄

✂

�

✁
P1

✄

✂

�

✁
P2

✄

✂

�

✁
P3

ω0 ω1 ω2 ω0 ω1 ω2 ω0 ω1 ω2
✄

✂

�

✁
C1 0.91± 0.81 1.16± 1.75 0.91± 0.75 0.95± 0.74 0.75± 0.58 0.75± 0.60 0.76± 0.62 0.76± 0.62 1.07± 1.14
✄

✂

�

✁
C2 0.95± 0.89 1.20± 1.85 0.94± 0.77 0.92± 0.73 0.58± 0.43 0.77± 0.56 0.77± 0.63 0.77± 0.62 0.99± 0.94
✄

✂

�

✁
C3 1.12± 4.51 0.86± 0.70 0.89± 1.71 0.96± 0.93 0.96± 0.88 1.25± 1.23 0.86± 0.75 1.01± 1.82 0.88± 0.78
✄

✂

�

✁
C4 1.41± 9.32 0.83± 0.93 0.86± 3.53 1.26± 4.91 1.06± 1.00 2.02± 11.24 0.84± 0.71 0.96± 0.86 0.86± 0.74
✄

✂

�

✁
C5 0.79± 0.66 0.78± 0.65 1.15± 1.35 0.86± 0.80 1.02± 1.01 0.85± 0.80 1.04± 3.15 0.89± 0.73 0.89± 0.77
✄

✂

�

✁
C6 0.82± 0.97 0.79± 0.72 1.28± 3.01 1.00± 0.89 1.32± 1.19 1.00± 0.87 1.01± 1.30 0.87± 0.73 0.87± 0.75

Table 1. Absolute wrapped phase error of recovered wrapped phases φ in degrees and its standard deviation for a planar calibration board

shown in Fig. 4.
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✄
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✂
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✁
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�

✁
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✄

✂
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✁
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✄

✂

�

✁
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✄

✂

�

✁
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✄

✂

�

✁
P1 +

✄

✂

�

✁
C2

combined cloud

Figure 6. Textured point clouds for a recorded female model.

Holes in the reconstructed point clouds originated from the lim-

ited camera dynamic range, required to capture both very dark and

very bright surface parts.

tors turned off (or projecting all-white pattern). A textured

point clouds for a female model are shown in Fig. 6. For

this reconstruction we have used the threshold T of 10%

which effectively removes dark areas such as model’s hair

and boots together with parts of a hardwood floor. Note

that except for selection of illuminated points no additional

filtering or smoothing was performed on the data shown in

Fig. 6. We also point out that fitting a plane to the 3D re-

constructed planar object have shown essentially the same

result both for sequential and simultaneous approach (not

shown due to the space limitation).

The proposed method uses sinusoidal fringes which are

robust to projector and camera blur: the phase is unaffected

by blurring due to spatial symmetry of the blurring OTF

[13]. This is a highly desirable property and is a clear ad-

vantage of the proposed multi-projector FPP approach over

non-FPP multi-projector approaches such as [20, 19, 30].

The proposed method opens an exciting possibility of

combining FPP and photometric stereo [28] when many

projectors are used. Consider three images showing the re-

covered contrast coefficients bk which are shown in Fig. 3:

the viewing direction is constant while the direction of in-

cident illumination depends on the projector. If sufficient

number of viewing directions is known surface orientation

may be recovered from the contrast coefficients bk.

5. Conclusion

We have proposed a method for efficient separation be-

tween projected sinusoidal fringe patterns in fringe projec-

tion profilometry which is based on a specific choice of tem-

poral phase shifts.

We have shown that for a system of P projectors a selec-

tion of temporal phase shifts exists which enables decompo-

sition of the projected fringes in terms of the basis vectors

of the discrete Fourier transform in 2P + 1 or more points.

Such decomposition in turn enables efficient separation be-

tween projected sinusoidal fringe patterns.

The proposed method does not impose a limit on the

number of projectors nor on their placement. This in turn

enables construction of large FPP systems comprised of

many projectors and cameras which may be particularly

useful in human body scanning.
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